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EXECUTIVESUMMARY

The objective of this investigation was to study the role of shallow convection on the

regional water cycle of the Mississippi and Little Washita Basins of the Southern Great Plains

(SGP) using a 3-D mesoscale model, the PSU/NCAR MM5. The underlying premise of the

project was that current modeling of regional-scale climate and moisture cycles over the

continents is deficient without adequate treatment of shallow convection.

At the beginning of the study, it was hypothesized that an improved treatment of the

regional water cycle can be achieved by using a 3-D mesoscale numerical model having high-

quality parameterizations for the key physical processes controlling the water cycle. These

included a detailed land-surface parameterization (the Parameterization for Land-Atmosphere-

Cloud Exchange [PLACE] sub-model of Wetzel and Boone, 1995), an advanced boundary-layer

parameterization (the 1.5-order turbulent kinetic energy [TKE] predictive scheme of Shafran et

al., 2000), and a more complete shallow convection parameterization (the hybrid-closure scheme

of Deng et al., 2002a,b) than are available in most current models. PLACE is a product of

researchers working at NASA's Goddard Space Flight Center in Greenbelt, MD. The TKE and

shallow-convection schemes are the result of model development at Penn State.

The long-range goal is to develop an integrated suite of physical sub-models that can be

used for regional and perhaps global climate studies of the water budget. Therefore, the work

plan focused on integrating, improving, and testing these parameterizations in the MM5 and

applying them to study water-cycle processes over the SGP. These schemes have been tested

extensively through the course of this study and the latter two have been improved significantly

as a consequence.



Theworkconductedin thisstudyprovidedthefirst insertionof the PLACE scheme into

the MM5v3 model (the latest version of the MM5). The result is a fully coupled comprehensive

parameterization of land-surface processes (PLACE) in the MM5 mesoscale model. Care has

been taken to ensure appropriate initialization of the surface fields and definition of parameters.

An offline PLACE system forced by observations was constructed and refined for this study to

initialize 3-D MM5-PLACE. Extensive analysis of model results was performed against ARM-

CART and Oklahoma Mesonet data. Utilization of MM5 with PLACE for a summer convective

case has shown that the coupled model better captured the spatial distribution of moisture in the

boundary layer. The observed west-east gradient in afternoon surface-layer moisture across

Oklahoma was reproduced by the PLACE-MM5 runs, but not by the simpler force-restore Slab

model within MM5. Based on fine-scale data for the subgrid soil-moisture heterogeneity, we

have shown that it has a positive impact in the computation of surface fluxes of water vapor and

sensible heat.

It was found through extensive testing in 3-D and 1-D frameworks that the PLACE land-

surface scheme performed at about the same level of accuracy as other land-surface schemes

used to represent the surface fluxes over the Great Plains in normal operations. In some cases,

PLACE was able to perform better than alternative schemes. However, in many situations, it

was found that a more simple force-restore land-surface contained originally in the Blackadar

boundary layer parameterization (Zhang and Anthes 1982), known as the B lackadar slab scheme,

generally provided about the same level of skill or better. Thus, while the results of MM5-

PLACE simulations were as good or better than any others known to be done with PLACE, it

proved difficult to show an overall clear advantage when PLACE is used.



Theunderlyingreasonfor thisresultis attributedmostly to theuncertaintyinvolvedin

definingmanyof thekey soil andvegetationparametersthatmustbedefinedin orderto run

PLACE. Evenwith thebestsoil-characteristicdatasetscurrentlyavailable,suchastheState

Soil GeographicalDatabase(STATSGO),PLACEproducedsoil-moistureevolutionsthat did not

alwaysagreewell with soil-moisturemeasurementsovertheGreatPlains. Work is currently

underwayat PennStateto evaluateMM5-PLACE duringJuly 1997usingESTAR soil moisture

andNDVI-basedleaf-areaindexandvegetationfraction.

The 1.5-orderTKE-predictingturbulenceschemeof Shafranet al. (2000)worked

reasonablywell in dry (unsaturated)conditions,but wasfoundto havedeficienciesin saturated

layers.A reformulationwasintroducedthatnow accountsfor theeffectsof saturationon the

calculationsin thebuoyancy-productiontermof theturbulentkineticenergyequation,the

stabilityparametersandturbulentlengthscales.This saturationdependencyis missingin many

currentnumericalmodels.Thechangeallowstheturbulencesub-modelto generatemoreintense

mixing in clouds,especiallynearcloudtopswherethelongwaveradiativeflux divergencecan

causeintensecooling. Theconsequenceof this improvementis amorerealisticthermodynamic

andmoisturestructurein cloudylayersandbetterrepresentationof fog layers.

Extensiveevaluationsandtestingof theshallow-cloudparameterizationalsowere

conductedin thecourseof this investigation.It wasfoundthatthisconvectionsub-model

containedseverallayer-dependentformulationsfor somekeyquantitiesrelatedto thecloud-base

massflux. In particular,thediscretethicknessof themodel layerstendedto causea

discontinuousbehaviorof themass-fluxcalculationsthatsometimesledto erraticbehaviorof the

convectionscheme.This behavioroccurredevenfor verticalconfigurationsthatareconsidered

to beverygoodfor 3-D models(e.g.,layerthicknessesof only -40 m in theboundarylayerand
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thecloudlayer). Furtherwork ledto changesin theformulationsof theshallowconvection

schemesothatthedependencyondiscretelayerthicknesswasreducedor eliminated.The

consequencewasthatthekeyquantitiesof theshallow-convectionscheme,includingmassflux

anddetrainmentrates,now evolvein agenerallysmoothmannerasthecloudsdevelopandgrow.

Not only does the reformulation provide a more realistic shallow-cloud structure, but it also

makes the evolution of calculated water-budget terms smoother and much easier to interpret.

Following the extensive testing of each individual parameterization, several combined

experiments were conducted in the 3-D MM5 using PLACE or the Blackadar slab land-surface

scheme, and the improved versions of the PSU 1.5-order TKE-predicting turbulence scheme and

shallow-convection scheme. These experiments showed that the MM5 can produce fairly

realistic distributions of shallow convective cloud fields in stratocumulus and fair-weather

cumulus (humilis) conditions. Cloud area and liquid water content are reasonable and are within

the accuracy expected, given typical uncertainties in the initial atmospheric and soil states. The

vertical structure for the resolved-scale temperature and moisture fields in the cloud layer appear

to evolve in a generally realistic way, although further testing is required.

The coupling of the PLACE-MM5 model with the new PSU shallow convection scheme

in MM5 and applied to the same case has shown that we are able to include in our simulations

important physical interactions that control the development of convection over land (cloud-

radiative interactions, cloud-surface interactions, and cloud-boundary layer interactions). This

evaluation of the complete 3-D modeling system in a complex convective situation over land has

also suggested several improvements that are being tested in the new parameterizations,

especially in the shallow convection and turbulence sub-models. We have shown that, as we are

able to incorporate more physically realistic interactions in our model system, the accuracy of



eachsub-modelmustbe increased.Otherwisethereis apossibilitythatthesimulationsmay

divergefrom theobservationsevenmorerapidly thanwithout the inclusionof thesephysical

processes.However,our resultsalsosuggestthatthe inclusionof thesecomplexphysical

interactionsis crucialif onewantsto bettersimulatethedevelopmentandevolutionof

convectionover land.

Due to theextensivedevelopment,testingandrefinementwork relatedto improvingthe

keyparameterizationsusedin this study,it wasimpossibleto performasmany3-Dexperiments

with thefinishedsystemaswereoriginally intended.We hadexpectedto conductandevaluate

MM5 runsfor I-3 monthsin thesummertimeenvironmentin theSouthernGreatPlains(SGP),

buthadto restricttheexperimentationto twocasesin April and July of 1997. Now that the

parameterizations have been enhanced, it is recommended that future numerical work be

conducted to expand the testing to seasonal time scales so that meaningful water budgets can be

calculated over the SGP.
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1. INTRODUCTION

1.1 Objective

The objective of this investigation was to study the role of shallow convection on the

regional water cycle of the Mississippi and Little Washita Basins using a 3-D mesoscale model,

the PSU/NCAR MM5. The underlying premise of the project was that current modeling of

regional-scale climate and moisture cycles over the continents is deficient without adequate

treatment of shallow convection.

It was hypothesized that an improved treatment of the regional water cycle can be

achieved by using a 3-D mesoscale numerical model having a detailed land-surface

parameterization, an advanced boundary-layer parameterization, and a more complete shallow

convection parameterization than are available in most current models. The methodology was

based on the application in the MM5 of new or recently improved parameterizations covering

these three physical processes. Therefore, the work plan focused on integrating, improving, and

testing these parameterizations in the MM5 and applying them to study water-cycle processes

over the Southern Great Plains (SGP):

(1) the Parameterization for Land-Atmosphere-Cloud Exchange (PLACE) described by

Wetzel and Boone (1995),

(2) the 1.5-order turbulent kinetic energy [TKE]-predicting scheme of Shafran et al.

(2000), and

(3) the hybrid-closure sub-grid shallow convection parameterization of Deng (1999).
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Eachof theseschemeshasbeentestedextensivelythroughthis studyandthelattertwo have

beenimprovedsignificantlyto extendandtheir capabilities.

1.2 Background

The summertime regional-scale water budget over continents is an important factor in the

overall global water cycle. Although horizontal transport in numerical models is relatively

straightforward, improvement of vertical transports, especially for moisture, represents a crucial

need. Summer regimes in middle latitudes generally do not exhibit the strong dynamical forcing

and large-scale vertical motion fields common in winter cyclones. Instead, vertical moisture

transport is highly dependent on radiation-driven sub-grid scale physical processes (Dickinson

1995). These include land-surface fluxes, boundary layer turbulent processes, and both shallow

and deep convection.

Modeling of regional-scale climate and moisture cycles is incomplete without adequate

treatment of shallow convection (Dickinson 1995, Wetzel and Boone 1995), which strongly

affects the surface fluxes, the upper boundary of the mixed layer and the development of

convective precipitation. Shallow convection is defined here as the process by which air parcels

become saturated, such that non-precipitating, buoyancy-driven clouds form, dissipate, and

interact with their environment. Although shallow convective clouds can form at any level in the

atmosphere, our attention is confined to the layer near the top of the planetary boundary layer,

where these clouds are most often observed. Shallow convection includes both cumulus and

14



stratocumuluscloudstypesof variousdepthsandareacoverage,andmayinvolvebothwaterand

icephases.

Despitetheacknowledgedimportanceof shallowconvectionin moisturetransportand

climatestudies,it is oftentreatedin arelativelysimply mannerin regionalandglobal-scale

numericalmodels.For example,BettsandMiller (1986)employasimpleadjustmentscheme

thatdrivestheenvironmenttowardapre-determinedstate,butdoesnotprovidemanydetailsof

thecloudstructure.In addition,their approachfor shallowconvectionappearsto bebestadapted

to thetropicalmarineenvironment.SethandGiorgi (1996)studiedhow organizedmesoscale

circulationsinducedby vegetationcanaffectverticaltransportsof heatandmoisture.Usinga

regional-scaleclimate-adaptedversionof thehydrostaticMM4 model (RegCM2),theyfound

importanteffectsonmonthlyprecipitationresultingfrom land-surfaceheterogeneity.However,

theirmodeltreatstheeffectsof shallowcloudsonly in averycrudesense.This couldbea

seriousomissionbecauseof thestronginfluencethesecloudshaveon theradiationbudgetand

verticalmoisturetransport.

Althoughshallowconvectionproducesvery little (if any)precipitationanddoesnot

affectits environmentnearlyasmuchor asrapidlyasdeepprecipitatingconvection,its effects

arenot trivial. Shallowconvectioncanbe importantfor alteringlocalandregional-scale

precipitationpatternsandthestructureof temperature,watervapor,andmixing depthin the

turbulentboundarylayer. In asimilarway,shallow-cloudpatternsandtheir areacoverageare

affectedby horizontalheterogeneityin the land-surfaceprocesses,evenoverfairly smallareas

(WetzelandBoone1995,Wetzelet al. 1996). Shallowconvectionatthetopof themixedlayer

can act as a sink for boundary-layer moisture, while transporting water, aerosols and chemical

species into the middle troposphere. Shallow clouds also have an impact on subsequent
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convectiveprecipitationby changingtheenvironmentaltemperatureandmoisturestructurein

whichdeepcloudsmustgrow. By usingupsomeof theconvectiveavailablepotentialenergy

(CAPE)of boundary-layerair, shallowconvectioncandelayor in somecasesevenpreventthe

onsetof deepconvection. In othercasesconvectioncouldoccursoonerdueto pre-conditioning

of theenvironment.

1.3 Organization

Section2 documentstheshallow-convectionparameterization,which is thecentralsub-

modelneededfor this investigation.Thisparameterization,developedbyDeng(1999)is

currentlyunderreviewfor publication(Dengetal. 2002a,b),so its designis presentedhereto

assistin understandingtheworkcarriedout throughthisstudy. ThePLACE land-surface

schemeandtheTKE-predictingturbulenceschemealreadyhavebeendescribedin the literature

by WetzelandBoone(1995)andShafranet al. (2000),so it is unnecessaryto repeatthose

descriptionshere.

Next,Section3 describesthemostimportant1-Dexperimentationconductedin this

study,usinga singlecolumnmodel(SCM)basedon theverticalstructureof theMM5 model,

andtheoffline (stand-alone)PLACEmethodologyusedto initialize the3-DMM5 PLACE. This

1-Dframeworkprovedveryhelpfulfor understandingandrefining theparameterizationsfor

turbulenceandshallowconvection.Section4 describesthe3-D numericalexperimentscarded

out in theMM5 anddiscussestheimplicationsof themodelresults.Finally, Section5

summarizeswhathasbeenlearnedthroughthisstudyandsomeof themostimportantwork

remainsfor thefuture.

16



2. THE SHALLOW CONVECTION PARAMETERIZATION

The Kain-Fritsch (1990) deep-convection scheme is the progenitor for the present

shallow-cloud development. In the Kain-Fritsch (KF) scheme, if a cloud updraft fails to reach a

critical depth necessary to support rain (i.e., shallow cloud only), it is assumed to disappear

without having any impact at all on its environment. Here, we seek especially to describe how

those shallow clouds grow and interact with their surroundings. The major elements of the

shallow-cloud scheme are:

• definition of initial cloud-parcel characteristics and the convective trigger

mechanism;

• a convective-cloud sub-model based on the parcel buoyancy equation,

• closure assumptions that determine the cloud-base mass flux; and

• a prognostic scheme for the area and water content of clouds that result from

the detrainment of the convective-updraft air.

The cloud parameterization is designed to represent the physical linkage between the

turbulent planetary boundary layer (PBL) and moist convective processes in a multi-layer

framework. We define the PBL as the layer beginning at the surface and extending upward to

the point where surface-based turbulence rapidly decreases with height. Although the top of this

layer can be identified in a model by the drop-off in turbulent kinetic energy, it also tends to be

characterized by a sharp jump in the potential temperature. Thus, it can be distinguished from

the cloud-topped boundary layer (CTBL) discussed by some investigators (e.g., Albrecht 1979,

Agee 1987), which includes the PBL plus a shallow-cloud layer having distinctly different

stability characteristics.

We assume that shallow convective clouds consist of active updrafts and (approximately)

neutrally buoyant clouds (NBCs). The NBCs represent either the remnants of previous updrafts

or the cloud mass dispelled from currently active updraft cores. This production of NBCs from
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detrainedupdraftair is consistentwith theconceptualmodelof shallowconvectionpresentedby

Wyantet al. (1997). The mostvigorousconvectiveupdraftsgenerallycoverlessthan10%of a

grid area,while theassociatedNBCsmaycovera muchgreaterfractionof thesky. Althoughthe

shallow updrafts are assumedto produce no rain, the NBCs may generatesome light

precipitation. In general,mostof the updraftmassis detrainednearthecloudtopsasit reaches

or overshootsthe equilibrium level. Over time, this detrainmentprocessand the consequent

induced subsidencecan changeor even dominatethe thermal and moisturestructureof the

mesoscaleenvironment.If theshallow-cloudupdraftexceedsacritical depth (defined as DKF =

4 km in this application), it is considered to transition to deep convection (thunderstorm), often

with heavy precipitation and strong moist downdrafts (Kain and Fritsch 1990). On the other

hand, under conditions with a strong capping inversion and large vertical moisture flux, the

detrainment process can lead to an accumulation of vapor and detrained cloud mass at the

inversion base, so that a solid stratus deck may develop. Thus, the shallow convection can have

a direct link to both resolved stratiform cloud and sub-grid deep convective cloud, both of which

can be active precipitation generators. In many 3-D models, representation of the physical

relationships among these three types of cloud is weak at best.

2.1 Cloud-Parcel Initial Characteristics

The parameterization is built as a one-dimensional column sub-model. Active cloud

updrafts are triggered when parcels originating in the PBL are able to reach their lifting

condensation level (LCL). The characteristics of a potential cloud-initiating parcel are defined

by its virtual potential temperature, Ovp, water-vapor mixing ratio, qw, and vertical velocity. The

values of 0w and qw for the parcel are defined at each time step from the average ambient values

of the model layers in the lowest 20% of the PBL or in the lowest two model layers, whichever is

deeper. The underlying assumptions are that energetic turbulent eddies are initiated near the

surface and that the largest (and most buoyant) of these rise with only modest dilution through

the entire PBL to approach or reach their LCL. The LCL for these parcels is calculated

according to the method of Fritsch and Chappell (1980) and may lie below or above the PBL top.
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In theory, anensembleof shallow cloudscould be createdby defining different parcelswith

initial characteristicsbasedon a probabilitydistributionabout0_p and qvp, but that approach has

not been introduced here.

Following eddy-transport theory, we hypothesize that these cloud-forming parcels have

positively correlated thermal, moisture and vertical velocity perturbations. The eddy vertical

velocity, wr, is scaled to the maximum turbulent kinetic energy (TKE) in the PBL according to

w r =_2.TKEMax, (2.1)

where the constant 2_3 results from the TKE definition, assuming that the turbulence is isotropic.

We then define the release height of the cloud-initiating parcel, zR, to be the lower of two levels:

the top of the PBL (heB L) or the LCL. The total vertical velocity of the cloud-initiating parcel is

estimated as w e = _+ w r, where _ is the resolved-scale vertical motion at zn. The TKE is

calculated using a 1.5-order turbulence scheme (Gayno 1994, Shafran et al. 2000). Typically, in

a weakly forced marine boundary layer w r is only ~0.1-0.3 m s". Over land in a shear-driven

nocturnal boundary layer, w r may grow to ~0.3-0.8 ms l , while during the afternoon in a

convectively unstable boundary layer it can easily reach -1-2 m s _ . If a cloud-initiating parcel

fails to reach the LCL, it is assumed to return to its point of origin in the PBL without affecting

the environment.

Additional factors (e.g., sub-grid terrain irregularity or land-use variability) also may

contribute to the parcel vertical velocity in certain cases, but most of these are ignored at present.

However, nonhydrostatic pressure-gradient forces beneath strong deep-cloud updrafts

(Schlesinger 1984), WUH, are considered when the cloud depth, D c , becomes greater than the

critical Kain-Fritsch depth, Dxv = 4 km. In this case, wNtt is defined as a simple function of

W(Zlooo) r-I , which is the parcel vertical velocity at 1 km above the cloud base from the previous

time step, according to
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0.15. [w(zl0oo)r-I - we] if w(Zlooo) r-t -w e >0and D c > DKF (2.2)wN_ = 0 otherwise

The parameter 0.15 in (2.2) yields a magnitude of wN, in the range 0.5 < wuH < 1.5 m s t when

deep convection is present. The total parcel vertical velocity at zR, therefore, is given by:

w R = "ff + w r + wuH = w e + wuH (2.3)

If the cloud-initiating parcel reaches the LCL, a convective-cloud updraft forms. Its

subsequent acceleration and mixing with the environment are calculated using the entraining-

detraining cloud model of Kain and Fritsch (1990). The entrainment rate at any level is a

function of the radius of the updraft, R c, and the local parcel buoyancy with respect to its

environment. While the Kain-Fritsch deep-convection scheme assumes a constant updraft radius

of 1.5 kin, the shallow-convection scheme allows the radius R c to grow smoothly from a

minimum of Rcm_n =0.15km to a maximum of Rc_ X =l.50km, which occurs when the

shallow convection transitions to deep precipitating convection.

For our purposes, we assume that the most significant factors controlling R c are the

depth of the boundary layer, heB L, and the depth of the cloud (D c = Zr - zB, where ZT is the

height of cloud top and zB = LCL is the cloud-base height). The calculation of the cloud depth

is described below in Section 2.2. For simplicity all updrafts in a grid cell are considered to have

equal radius and depth at a given time. This uniform geometry is convenient, although an

ensemble of different cloud sizes would be more realistic (e.g., Siebesma and Cuijpers 1995).

The dependency of R c on boundary layer depth is assumed to be greatest for comparatively

shallow cloud depths and shallow boundary-layer depths. These basic assumptions are

approximated in the following relationship for the cloud-updraft radius (when D c < DXF ).

b - _/b 2 - 12rlheB L (2.4)R c = and Rcmin < R c < Rcmax
4
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12D c
where b= 7+2r/heBL, 7/- , and Rc, D c and hest_ are in km. Figure 2.1.1

2 4 -D c

demonstrates the relationship between R c , D c and hen L given by (2.4). For deep boundary

layers notice that even fairly shallow clouds have large radii, while for very shallow boundary

layers, the clouds must become quite deep before large radii develop. When D c >_DXF,

R c = 1.5km and thermodynamic control is passed to the KF deep convection scheme, which

includes convective rainfall and moist downdraft development. Obviously, the specific values

used in this formulation are somewhat arbitrary, but the distributions appear to be qualitatively

consistent with reality. The application of R c was most effective when averaged over 2-3 time

steps.
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Figure2.1.1. Relationshipbetweenupdraftradius(Rc , kin), PBL height (ht, BL, kin) and cloud

depth (D c , km).
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2.2 The Convective-Cloud Sub-Model

As mentioned in Section 2.1, the KF 1-D entraining-detraining cloud model is used to

calculate the updraft vertical velocity and liquid-water profiles based on the parcel buoyancy

equation. Unlike KF, however, clouds are not assumed to grow instantly to their mature

equilibrium level as soon as a cloud is triggered. Here, the cloud top grows at a rate proportional

to the maximum vertical velocity of the updraft, Wmax , estimated to be

dz----Z--T= 0.2"Wma x (2.5)
dt

until the equilibrium level is reached. The empirical factor 0.2 imposes a reasonable cloud

growth rate (e.g., see Simpson 1983), so that under deep-convection conditions, it usually takes

20-30 minutes to reach the tropopause from the level of free convection (LFC). This approach

allows detrainment from the growing cloud top to moisten the environment, which is

oversimplified in the instantaneous cloud growth of the KF scheme. The interpretation of the 0.2

factor is that cloud-top growth is slowed because the updraft must push aside environmental air

to continue its upward progress, while the parcel buoyancy equation merely describes the cloud's

velocity profile in its full-grown state.

Although the thermal and moisture characteristics of the cloud-forming parcel are defined

from the lowest 20% of the PBL (Section 2.1), its mass is taken directly from the sub-cloud

layers nearest to the cloud base. The depth of this updraft source layer, D s , grows as a function

of the updraft radius from a minimum of 100 m to a maximum of 600 m, according to

D s = d I + 1000(R c - Rc,_n )/d 2 (2.6)

with the constraint D s < he8L and where d I = 100 m and d2 = 2.7. Thus, as clouds grow wider

and deeper they are expected to have greater mass flux at cloud base and are likely to entrain air

from a deeper sub-cloud layer. To satisfy continuity requirements, subsidence is induced in the

cloud environment to compensate for the mass extracted from the PBL source layer. If the cloud

remains "shallow", (D c < DKr ), no sub-grid scale convective downdrafts are allowed to form, so

all compensation for the upward mass flux must occur through this subsidence mechanism.
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It should be noted that, although the growth of the updrafts occurs gradually, there is still

only one size of clouds allowed in a particular grid column in the present formulation. That is,

unlike the atmosphere, we do not attempt at this time to represent an ensemble of cloud sizes, as

has been done for deep convection by Arakawa and Schubert (1974).

2.3 Cloud Updraft Closure Assumptions

The cloud-base mass flux closure is adopted to determine the intensity of sub-grid

convection from resolved-scale quantities. The grid-cell mass flux at cloud base is defined as:

/.t B = N (rcR_ ,ow B) (2.7)

where N is the number of updrafts in the cell, w B is the parcel vertical velocity at cloud base,

p is the parcel air density (here, Rc is in m). Generally, closure requires that either/_B or N must

be specified to allow the other quantity to be diagnosed. Of course, for any scheme, errors may

occur in the calculation of N, Rc, or w B , but the key is to estimate/.zB with reasonable accuracy

so as to simulate realistic measurable cloud-field characteristics (e.g., cloud fraction, depth,

liquid-water path length, etc.). Moreover, as stated above, we have made the simplifying

assumption that all shallow clouds in a grid cell have the same geometry, rather than use a more

realistic distribution of cloud sizes. Thus, the calculations for N and Rc, in particular, should not

be considered literal, but merely provide a qualitative estimate needed for the mass flux

calculations.

As part of the preliminary development of the updraft module for the shallow-convection

scheme, five different mass-flux closure assumptions were tested. Brief descriptions and

comments about these closures are as follows:

2.3.1 Boundary-Layer Vapor Balance (BL VB)

Used by Tiedtke (1989) to simulate subtropical trade cumuli, this closure assumes total

water vapor in the PBL is constant (in the absence of rain). That is, the rate of vapor removal

from the PBL by cloud-base updrafts is balanced by the sum of surface evaporation and
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entrainmentflux at thePBL top. Thus, N 1 (the number of cloud updrafts for the BLVB closure)

can be diagnosed from (2.7) by defining qv/Xn as the sum of these two fluxes. Although the

BLVB closure was found to be reasonable for many marine environments, it greatly under-

estimated the cloud-base mass flux in continental applications (not shown) and therefore was

eliminated from further consideration.

2.3.2 Convective Available Potential Energy (CAPE) Removal

This closure assumes that total cloud-base mass flux proceeds at a rate necessary to

stabilize the column over a deep-convective time period, which is generally about 30 minutes

(Fritsch and Chappell 1980, Kain and Fritsch 1990). Similar to the BLVB closure, the CAPE-

Removal closure diagnoses the number of updrafts in the grid cell, N z, from (2.7) using the

CAPE-derived _8. The CAPE closure often works poorly in shallow-convection environments

where the cloud depths are about 1 km or less (i.e., there is little or no CAPE in the shallow-

cloud layer). Nevertheless, it is still attractive for cases in which most of the shallow cloud lies

above the LFC. Application of N 2 was found to be most effective when averaged over -15 time

steps.

2.3.3 Boundary-Layer Depth (BLD) Relationship

This closure assumes that the number of updrafts for a shallow-convection environment,

N3, is a direct function of the scale of the largest, most-energetic turbulent eddies in the PBL.

Thus, N3 depends on the depth of that layer. Since the maximum amplitude of the eddy vertical

velocity spectra occurs at wavelength ~l.5heB z (Young 1987), we hypothesize that under

convective conditions, this geometry can be used to estimate the distribution and number of

cloud-initiating updrafts in a grid cell according to

AXAY

N3 (1.5heBm) z (2.8)
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wherezLXAYis thegrid-cell area.The totalmassflux, ,us,canthenbecalculatedfrom (2.7). A

similarclosurehasbeenusedby otherinvestigatorsto studyboundary-layerrolls (Stull 1988),so

(2.8)couldbemodified for usein stronglyshearedenvironments.The BLD closurewastested

in bothcontinentalandmarineenvironmentsand foundto be suitablefor fairly shallow cloud

depths(Dc < 2 km). However,it sometimes caused large oscillations in the mass flux due to

feedbacks between ht, sL, N 3 and/_8.

2.3.4 TKE-Based Closure

This closure operates on the assumption that shallow clouds basically are driven by the

TKE in the PBL. Specifically, it scales the shallow-cloud mass flux by the magnitude of the

maximum diagnosed TKE in the layer. The closure requires that we define four quantities: Ms,

an upper bound on the amount of mass that can be processed by the shallow clouds (given as the

total mass in the updraft source layer at the time the scheme is called); 'rsc, a characteristic

relaxation time scale; and TKEu, and TKEt., which are upper and lower bounds on the TKE used

for the mass-flux calculations. The relaxation time scale is defined as Z'sc = b t (D s /w a), where

Ds is the depth of the updraft source layer, w_, is the cloud-base updraft velocity, and bl = 4.5 is

an empirical constant. Then, letting TKEs be the maximum diagnosed TKE in the source layer

and setting the constraints TKEL, = 1.0 J kg 1 and TKEu = 10.0 J kg 1, we obtain

•TKE t for TKE s < TKE t ]

TKE 1 = TKE s for TKEL < TKEs < TKEu l' (2.9)
TKE U for TKE s > TKE U

where TKEI becomes the effective maximum value of TKE in the source layer. Given these

reasonable constraints, the maximum mass flux that could occur is given by

,u B(max) Ms

_'sc

and the actual mass flux given by the closure becomes

TKE l
/_B = (_.--77=--_),ae (max).

ltcL v

(2.10)

(2.11)
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Forthis closurethenumberof cloudsin thegrid cell canberecoveredfrom thecloud-basemass

flux as N_ = l,tJ/_Bs, where (2.7) defined the single-cloud mass flux as/,tBs = rcRc2pWs.

To interpret (2.11), let us describe the "shallow-convection period" to be the time

required for N 4 updrafts to remove all of the mass from the source layer, Ms, (and assuming no

compensating mass flux into the layer). Then, (2.10) and (2.11) reveal that when TKEI = TKEu

(i.e., when TKEs> 10.0 J kg-1), the shallow-convection period equals rsc; however, when TKE1

< TKE_ (the normal condition), mass removal occurs more slowly by the factor TKEjTKE1. For

example, in a typical convectively unstable continental environment, we might find that TKEI ~

2.0 J kg l, wn ~ 1.15 m s-1 and Ds is -300 m. Thus, the relaxation time scale indicating the

shortest period for processing all mass in the source layer is _:sc - 0.33 h, but because TKE_ is

not sufficient to support the maximum mass flux, the actual shallow-convection period is -1.67

h. However, in a weakly forced marine environment where the prevailing sensible heat flux is

often < 10 Wm -2, it is common for TKE s < 1.0 J kg 1. In this situation, we may find Ds -200 m

and wB - 0.25 m s -_, so the relaxation time scale is _'sc - 1 h, while the shallow-convection

period becomes -10 h. Tests of the TKE-based closure showed it to operate well for most

shallow clouds (Dc < 2 km), while it damped most of the feedback oscillations that were

characteristic of the BLD closure.

2.3.5 Hybrid Closure

Since the TKE-based closure was found to work well for fairly shallow convective clouds

and the CAPE-removal closure was found to work better for deeper clouds (Dc approaching

Dxr ), a simple hybrid closure is proposed to represent the intermediate range of cloud depths.

When cloud tops are above the LFC, but have depths less than DXF (which describes a large

percentage of convective cases), the clouds are assumed to be in transition from the TKE-based

closure to the CAPE-removal closure. A simple linear averaging is used in this case, although

refined transition functions could be hypothesized. First, the number of updrafts is calculated

according to each of the two closures (N 2 and N4). Then, the final number of updrafts is
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estimatedbasedon thefractionof theclouddepththatlies abovetheLFC relativeto thedistance

betweentheLFC andtheheight DrF above cloud base, given by

N = fN 2 + (1- f)N 4 (2.12)

where f = h3/h t is a ratio of two length scales (km), such that h 3 = D c - h2, h I = DrF - h a .

Here, h E = ZLFC -- ZB, and ZLFC is the height of the LFC. Normally, N 2 < N 4 , because the

CAPE-removal closure hypothesizes that stabilization of a deep cloud layer occurs rather rapidly

as a result of a few vigorous updrafts. This agrees with the general observation that the number

of growing clouds in an area decreases as their size (depth and width) increases due to

compensating subsidence in the cloud environment.

To summarize, the shallow-convection parameterization may use any of three mass-flux

closure assumptions (type 2, 4 or 5), determined by D c , zr and Zt.FC, according to

Z T _-_ ZLF C

Zr > Z_c and D c <DrF

D c > DKF

--_ TKE - based closure only

Hybrid closure

--_ CAPE - removal closure only

(2.13)

which provides a smooth transition from one closure to another as the cloud depth grows. It also

should be remembered that the uniform updraft geometry used in the present formulation

represents a simplification, while the atmosphere typically exhibits an ensemble of cloud depths

(see Sec. 2.2). Using LES, Siebesma and Cuijpers (1995) showed that a variety of cloud sizes

contributes to a reduction in the updraft mass flux with height. While this effect is not

considered in the present version of the parameterization, their LES results suggest that the

updraft mass flux could perhaps be modified to account for a distribution of cloud sizes.

2.4 Prognostic Scheme for Neutrally Buoyant Cloud Fraction and Cloud Water

Most cloud parameterizations designed for the mesoscale consider only deep convection

in detail. In these schemes, detrained cloudy air generally is fed back directly to the resolved

scale, where it evaporates immediately until the grid-ceil saturates (e.g., Kain and Fritsch 1993).

This "all-or-nothing" approach for post-convective layer-cloud formation is an oversimplification

and can have negative impacts on other aspects of model performance, such as radiative
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processesandlatentheating. In deepthunderstorms,largedetrainmentratesnearthetropopause

oftencausea small to moderate-sizedgrid cell (DX < 25 kin) to saturate quite rapidly, so that

little damage is done by neglecting sub-grid layer clouds. However, in the case of smaller

shallow clouds, it may take many hours (if ever) for detrained cloud water to saturate a layer.

A more realistic representation is to detrain convective cloud mass from updrafts into a

class of sub-grid clouds having nearly neutral buoyancy (e.g., Wyant et al. 1997). Once the

detrained updraft air becomes part of these sub-grid NBCs, it can spread as layer clouds, initiate

light precipitation, or slowly evaporate into the sub-saturated grid volume. While some existing

schemes have attempted to treat this detrained cloud mass in large-scale models (e.g., Tiedtke

1989, 1993), they often rely on a moisture-balance closure and so may not be versatile enough

for both continental and marine environments.

2.4.1 Basic Equations

The mass-conserving equations for the rate of change of sub-grid cloud area (a) and

cloud water/ice content (I c ) for the NBCs are given by:

c3a 0a

ot= Sa + D a - _. V t4a - W-_z (2.14)

Ol,. = St + Dmix + Dpre +Dics +Dcre t
Ot

- _. Vnl _ - w Ol,, (2.15)
8z

Here, S a and S t are sources of cloud area and condensed water content ejected from convective

updrafts, respectively. The term D,, (dissipation of cloud area) represents evaporation due to

mixing at the sides of the cloud; D,,a is the depletion of water liquid/ice content due to vertical

mixing; Dp,.e is water depletion due to precipitation (drizzle); D,.cs is a depletion rate contributed

by an ice settling process and DcrEt is water depletion due to cloud-top entrainment instability.

The horizontal and vertical advection terms are represented by - _. VHZ and - wOz/Oz, where

Z is either l,, or a. The grid-averaged condensed water content (l) is related to the sub-grid
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NBC water content (l e ) according to l = al c . When a = 1.0 (saturated conditions), then 1 = 1e

qc, where % is the model's explicit (resolved-scale) cloud-water mixing ratio.

2.4.2 Formation of Neutrally Buoyant Clouds

Convection produces a variety of clouds either directly, such as cumulus and

cumulonimbus, or indirectly, such as stratocumulus and anvils. A realistic parameterization for

clouds of convective origin, but which have nearly neutral buoyancy, is obtained by considering

their source to be condensates produced in sub-grid cumulus updrafts (active convective clouds)

and later detrained at the sub-grid scale into the non-convective environment. The following

equations represent the source terms for the sub-grid NBCs described in (2.14) and (2.15):

Rud
S a =-_3a4 (2.16)

Oz M L

Sz = (Ol___ leS a)/a (2.17)

3l ff_31 + Rud 1. (2.18)
where c3t-- 0-7 M---_-

is the convection-induced sub-grid-scale subsidence, Rud ( kg [air] s-t), is the updraft detrain-

ment rate from the parcel-buoyancy scheme, and ML(kg) is total mass of air in a grid cell for a

given model layer. The liquid/ice water content in the updraft core is given by l,. Note that the

volume of detrained updraft air increases the area of the NBC (a), while its liquid water content

(l c ) is solved as a residual term in (2.17) to satisfy the mass-conservation constraint 1 = al e .

2.4.3 Evaporation of Clouds

In (2.14) and (2.15), there are several processes through which the NBC can dissipate.

Following Tiedtke (1993), the area decreases through cloud-edge evaporation, according to

a
D. = --- K(q_ - q_) (2.19)

Ic
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where K = 10 .5 s _ is a horizontal diffusion coefficient; and qv and qs are the resolved-scale

specific humidity and saturation specific humidity, respectively. This yields a dissipation time

scale on order of a day for l,. = 1.0 g kg t air. The dissipation rate becomes significantly greater,

however, when the cloud water content becomes small (l c < 0.1 g kg q air). Thus, in effect, this

term accounts for the final dissipation of clouds from which most of the condensate has already

been depleted by other processes.

2.4.4 Depletion of Water Liquid�Ice Content by In-Cloud Mixing Processes

Cloud water in the sub-model can be mixed downward (but not upward) inside the NBC

by vertical diffusion induced by turbulence and radiation flux divergence, given by

Dmix 1 _ K ) O(alc ) ] (2.20)
-aOz[(Kv + r

where Kv is the local diffusion coefficient derived from the TKE. The additional radiation-

induced diffusion Coefficient is given by

18z[_0[ _r 30 _ZT
Kr- 7- [O--7-[tW ---i-_-+--_-ts w --_-] (2.21)

where Kr is a maximum at the cloud top and decreases linearly downward over a maximum

cloud depth of 1000 m. In (2.21), 18 is the Biackadar length scale provided by the turbulence

scheme (Shafran et al. 2000), 0 is the potential temperature of the environmental air and _Zr is

_)0 and _-_t0l are the longwave
the model layer thickness at cloud the top. The terms -_Lw sw

cooling rate at cloud top and the daytime solar heating just below cloud top, respectively,

provided by the radiation scheme. This K r term would be unnecessary if very high vertical

resolutions were possible, but in typical mesoscale models with _Zr > 50 m, it accounts for

radiation-induced turbulence occurring at scales that too small to be represented accurately by

K_ , which is derived from grid-resolved quantities in the turbulence scheme.
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Cloudwateralsocanevaporateinto clearair at theexposedcloudbasethroughthe same

verticaldiffusionterms. Thefinite-differencedform of thesediffusiontermsis one-sidedsothat

thewaterflux is downwardonly, while mixing into layersabovethecloudis prohibited. These

vertical mixing termsbecomethe most importantwaterdepletionprocesswhenthe liquid/ice

contentis in therangeof 0.1 < 1C < 0.5 g kg 1 , where neither sub-grid precipitation (Sec. 2.4.5)

or horizontal diffusion processes (Sec. 2.4.3) are effective.

2.4.5 Precipitation Processes

Precipitation can form in the NBCs through auto-conversion and accretion, exactly as for

resolved-scale layer clouds. Here, we use the simple water/ice cloud scheme of Dudhia (1989),

without a mixed phase, for which auto-conversion begins at Ic > 0.5g kg l (a similar threshold

exists for initiating auto-conversion of ice, based on activation of ice nuclei below 273 K). It is

feasible to introduce a mixed-phase explicit precipitation scheme for use with the shallow-cloud

scheme, but that is not done here. Also, cloud-ice particles are assumed to fall slowly through an

ice-settling process described by Grell et al. (1994). The ice settling prevents long-term retention

of low-density cirrus clouds that are unable to produce significant snowfall rates.

2.4.6 Cloud-Top Entrainment Instability (CTEI)

Deardorff (1980) proposed that shallow clouds can dissipate through a mechanism called

cloud-top entrainment instability (CTEI). If a parcel of dry air is entrained into the cloud top, it

induces mixing and evaporation. As a result, the density of the parcel may become greater than

(0,, less than) that of surrounding cloudy air, causing unstable acceleration of the parcel

downward through the cloud. The depletion rate of the cloud liquid due to the CTEI, following

Deardorff, is parameterized as

Dcre I = _10_ 4 r- rmi n lc (2.22)
rmax - rmin
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Deardorff (1980) shows that r=A_LA(q_ +/c)' where the moist static energy is given by

h = CeT + gz + Lq_, Ah represents the jump of h across the cloud top, A(q_ + Ic) is the jump

of total water across the cloud-top, L is the latent heat of vaporization, and Cp is the specific

heat at constant pressure. In (2.22) rmi_ and r_x are CTEI initiation criteria given by Deardorff

(1980) and MacVean and Mason (1990). If r< rmin, then r is set equal to rmiQ and the depletion

rate goes to zero; if r > rmax then r is set equal to rmax , which gives the maximum depletion

rate, -lO41c kg kgts -I . Because CTEI-induced downdraft cooling is expected to be confined

to the upper portion of the cloud layer (Randall 1980), the depletion due to CTEI is applied only

in the uppermost 100 m of the NBC.

Deardorff (1980) originally proposed CTEI as a possible dominant mechanism for the

breakup and evaporation of a stratus deck. Although subsequent observational and modeling

research has suggested that this is generally not the case, the process is included in the NBC sub-

model as a contributing factor for cloud water depletion.

3. EXPERIMENTATION IN A SINGLE COLUMN MODEL

3.1 The 1-D MM5

The initial testbed for the shallow-convection parameterization has been a 1-D version of

the Penn State/NCAR mesoscale model (MM5), which is based on the non-hydrostatic numerical

framework of the 3-D parent model (Grell et al. 1994), In addition to the shallow-convection

scheme, the 1-D model contains a full set of MM5 physical parameterizations, including a 1.5-

order turbulence sub-model (Shafran et al. 2000), an explicit moisture scheme (Dudhia 1989)

that predicts resolved-scale liquid/ice cloud and precipitation, and a two-stream broadband

column radiation sub-model (Dudhia 1989). The land-surface scheme can be chosen to be either
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the BlackadarSlab modelor PLACE. As discussedin Sec.2, it also containsthe KF (1990)

deepconvectionparameterization.Moreover,the usercanspecify3-D large-scaledynamical

tendencies,suchas advectionand subsidence. Of these,the interactionbetweenthe shallow

convectionandradiationrequiresspecialnote.

To functioncorrectlywith the shallowconvectionsub-model,theradiationschememust

be appliedseparatelyto the sub-gridclear and cloudy areasof the column. Like manyother

schemes,however,Dudhia'sradiation assumes that a grid cell is either totally clear or totally

cloudy. Furthermore, the shallow-cloud area predicted by (2.14) is a function of height. To

solve this problem efficiently, the column's sub-grid NBC is partitioned into three idealized parts

(see Fig. 3.1.1): (1) clear throughout the model depth, (2) sub-grid upright cloud through the full

depth of the convective layer (often this is a fairly small fraction of the grid area), and (3) broad

stratiform sub-grid cloud (often near the top of the convective updraft, referred to here as the

"anvil" for convenience). The radiation-induced thermal tendencies are calculated and applied

separately to each fraction of the cell area. The convective updraft is detrained completely into

the NBC after each time step, and so does not contribute to the radiation tendencies. Deng

(1999) gives details of the methodology used for the sub-grid partitioning represented in Figure

3.1.1.

If the partitioned sub-grid cloud areas 2 and 3 in the figure (fi2 and fi'3) were used

directly for the radiation calculations, however, the true cloud effects would be underestimated.

The "effective" cloud fraction (i.e., the area as viewed from above) must be somewhat greater

than the idealized distribution of Fig. 3.1.1 because (2.14) implicitly assumes that clouds in

adjacent layers always have the maximum possible overlap in the vertical. While this maximum-

overlap assumption gives a reasonable first guess for clouds of convective origin, it is not likely
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to be accurate because in nature many dissipating NBCs are no longer linked vertically by an

active updraft. An additional fractional area, a s, is postulated to be a function of the

environmental relative humidity, RH, so that the total or "effective" cloud fraction, a e , can be

written as

a, = (I - a)a_. + a (3.1)

where a is the fraction predicted using (2.14). Following Xu and Randall (1996), the additional

fraction, a_,, is parameterized according to

- c_3(Ic + qc)

a s = RH c_'[1-exp([__-_-_)-_s]-d: )] if RH < 1 (3.2)

where a s = 1 if RH > 1 and c_t , c_2 and c¢3 are empirical constants defined as 0.25, 0.49 and

100, respectively. Note that the cloud liquid/ice content used in (3.2) appears as the sum of the

cloud liquid/ice at the sub-grid scale, Ic, and the resolved scale, q_. However, when a layer

becomes saturated, lc converts into qc, while qc = 0 when the layer is sub-saturated, so only

one of these two quantities can actually be non-zero at a given time.

As a brief example, Fig. 3.1.2 shows the resultant area of effective cloud, a e (thin solid

curve), in a marine stratocumulus case where the maximum predicted cloud area from (2.14) is

a_x = 0.44 (shaded region) and RHma x = 0.93 (heavy solid curve) at 1451 m. Notice that, in

the cloud layers with lower relative humidity (-0.85-0.90), the effective cloud fraction is only

about 5-10% greater than the calculated NBC fraction. However, near the cloud top, where the

relative humidity is greatest, ae exceeds the NBC fraction by nearly 40%.

The surface radiation flux, R s , (for either LW or SW flux) is given by

R S = ae2R2 + -ffe3R3 + (1 - a'e2 - -ffe3)Rclr (3.3)
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Figure 3.1.2. Model-predicted cloud fraction (%) and resolved-scale relative humidity, RH (%),

versus pressure (mb) and height (m) at 1200 UTC, 11 June 1992 (Hour 5) for

ASTEX at 28.00°N, 24.22°W. Shading indicates NBC fraction (%), the dashed

line is the area of shallow-cloud updraft (%), the thin solid curve is the effective

cloud area for radiation calculations (%), and the heavy curve is RH (%). LCL

denotes the lifting condensation level, PBL is the boundary layer top, CLDTOP is

top of updraft, and NBCT and NBCB are the top and base of NBCs, respectively.
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wherefie2andfie3aretheverticallyaveragedeffectivecloudfractionsand R 2 and R 3 are the

surface fluxes contributed from the sub-grid upright and anvil portions of the NBC, respectively.

The termRct r is the surface flux contributed by the clear portion of the grid element. Finally,

Fig. 3.1.3 presents the evolution of the surface radiation fluxes for each of these three sub-grid

components and the net grid-averaged surface radiation determined by (3.3) for three days during

the same marine stratocumulus case (11-14 June 1992) from which Figure 3.1.2 is taken.

Naturally, calling the Dudhia (1989) radiation sub-model three times for each grid cell to

account for sub-grid cloud effects involves extra calculations, compared to the usual approach

when there are no sub-grid clouds. The added computational load due to the multiple

applications of the radiation module can be offset in part by not calling the scheme each time

step. It should be sufficient to call it about once every 10-15 minutes, unless the cloud field is

changing very rapidly. Furthermore, multiple calls to the radiation module could be avoided, in

principle, by developing an equivalent grid-averaged representation for the radiative properties

of the sub-grid cloudy and clear portions of the column. However, this latter concept is more

complex than merely spreading the sub-grid cloud water horizontally across the grid cell. Such

an approach is beyond the scope of the present study.
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3.2 Offline (Stand-Alone) Experiments with PLACE

3.2.1 Introductory Remarks

We describe in this section the offiine (stand-alone) PLACE-related work for this study.

The offline version of the PLACE model was forced by meteorological observations (rather than

an atmospheric model) to create the initial conditions for the 3-D coupled MM5-PLACE

simulations discussed in Section 4. The objectives of this work were (1) to produce realistic and

consistent initial fields for the soil variables required by the coupled 3-D MM5-PLACE model,

and (2) to examine the overall performance of PLACE over a large domain and over a long

period when forced with analyzed data and using currently available characterizations of soil and

vegetation fields. This offline PLACE modeling system and its results are described below.

3.2.2 Model Description

The stand-alone version of PLACE was constructed starting from the real-time Soil

Hydrology Model (SHM) modeling framework already available at Penn State (Smith et al.

1994). The SHM system produced an archive of analyzed meteorological fields that had been

used to feed the SHM model in real time for several years, including the summer of 1997, which

is the period that we have focused on for testing and application of the MM5-PLACE model.

The available fields provided by the SHM archive are 12-h precipitation, daily cloudiness, daily

values of wind speed and indirect measures of temperature and humidity. In order to produce a

more realistic representation of the diurnal cycle in the forcing, the SHM-preprocessor programs

were re-run to construct meteorological forcings every three hours for wind speed, air
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temperature,watermixing ratioandsurfacepressure.A simpleradiativemodel,alsofrom the

SHM,is usedto calculateradiativeforcingsfor PLACEbasedon thecloudfields.

Figure3.2.1showsaschematicof thePLACEstand-alonemodel. Wheneverpossiblethe

surfacecharacterizationfieldsandparametersusedin thestand-alonerunswerethesameas

thoseavailablein thestandardMM5V3 modelingsystem,sothattheresultscouldbeused

directlyasinitial conditionsin thecoupledMM5-PLACE modelruns. The next subsection

compares the analyzed forcing fields with available measurements in the main area of interest.

3.2.3 Verification of the Forcings

The most important forcing for a land-surface model is precipitation. In Fig. 3.2.2a, we

compare for the month of July 1997 the time series of daily precipitation amounts averaged over

1 I0 Oklahoma Mesonet Stations with the analyzed precipitation amounts coming from the SHM-

real-time system, for the grid points closest to the station locations. (The Mesonet data were

acquired through another related NASA grant to study the effects of surface heterogeneity during

the Southern Great Plains 1997 [SGP97] study period). Conventional analyses were not

available for days 14, 15, and 22, so fields from the previous days were repeated to fill the gaps.

The main precipitation events over the region are well captured in the analyzed data. An

apparent exception of this is the precipitation amounts for 9 July 1997. The analysis shows

significant precipitation that was not measured at the stations. Study of the horizontal

distribution of the analyzed precipitation and of radar data shows that indeed there existed a

significant precipitation event close to the limits of the Mesonet region, so that a small location

error in the analysis appears to have produced a large bias in the total precipitation of the

analysis for the Mesonet points. Figure 3.2.2b shows a scatter plot of daily averaged
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Figure 3.2.1 Schematic of PLACE Stand-Alone Model
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Figure 3.2.2 Comparison of forcings of stand-alone PLACE model and Mesonet station

measurements for July 1997. a) Time series of measured and analyzed mean daily precipitation

amounts, b) Scatter plot of mean daily precipitation for all stations, c) Time series of measured

and analyzed mean daily solar radiation, d) Scatter plot of mean daily solar radiation for all

stations, e) Time series of measured and analyzed mean daily longwave radiation at station El3,

f) Time series of measured and analyzed mean atmospheric surface pressure.
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precipitation measured and analyzed for the same 110 Mesonet stations with precipitation data.

The daily averages are computed for the full month of July 1997. Although the figure shows

considerable scatter, there is no significant bias between measured and analyzed precipitation.

Figures 3.2.2c and 3.2.2d show a similar analysis, but for analyzed and measured solar

radiation (67 stations with full solar radiation measurements are used in this analysis). The

analyzed solar radiation data appear to underestimate the shortwave radiation reaching the

ground for clear conditions and overestimate it in cloudy conditions. Figure 3.2.2e is a check for

the longwave radiation reaching the surface. Longwave radiation is not measured over the

Mesonet stations, so that the comparison shown in the figure is restricted to station El3 of the

ARM-CART site (siros datastream). The model longwave radiation reproduces reasonably well

the measured flux. Finally, Fig. 3.2.2f compares time series of atmospheric surface pressure

averaged for the Mesonet stations and the corresponding analyzed fields. The mean surface

pressure bias is around 2-3 hPa. These analysis errors may be related in part to the relatively

coarse 36-km terrain fields in the offline PLACE domain (Fig. 3.2.3), compared to the actual

terrain at the Mesonet sites.

Figure 3.2.4 shows temporal and spatial verifications of meteorological forcings of the

PLACE stand-alone system. Analyzed fields of air temperature (panels a and b), water vapor

mixing ratio (panels c and d), and wind speed (panels e and f) agree reasonably well with the

independent high-resolution measurements available in the Mesonet. Although the forcings that

feed the offline PLACE may be further improved by using the Oklahoma Mesonet data, the

offline PLACE must be run over the entire 36-kin continental-scale MM5 domain (see Fig.

3.2.3) where special data do not exist, and these Mesonet data will also serve as an independent
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verification of the 3-D MM5-PLACE surface fields in section 4.1. Thus, this independent

verification of the conventional analyses used to force offiine PLACE against the Mesonet data

shows that these data are reasonably accurate for the purpose of creating the initial conditions for

the MM5-PLACE 3-D experiments.

3.2.4 Model Settings and Parameter Specifications

The model domain (Fig. 3.2.3) is based on the SHM real-time system (Smith et al. 1994).

It covers most of the continental United States with 94 points in the N-S direction and 114 points

in the W-E direction. All the work presented in this report uses this 36-kin domain. The time

step used in the stand-alone runs of PLACE is 10 minutes. Although PLACE has the capability

of handling several mosaic tiles in each grid cell, only one tile has been used in these runs.

Whenever possible the surface characterization and the soil and vegetation parameters are taken

from the MM5V3 system. The soil is characterized based on the 16-category STATSGO soil

map. The land-use/vegetation characterization is based on the 24-type USGS classification

scheme that is available as a standard MM5 option. Some of the parameters of PLACE that are

not specified in the MM5V3 land-surface model have been defined with the help of the PLACE

developer, Dr. Peter Wetzel. Among these parameters are the vegetation leaf area index (LAI)

that has been set at a value of 7. The map of vegetation fraction used in these runs comes from

the climatological vegetation fraction map available in MM5V3 for the month of July. A more

detailed description of the soil and vegetation parameters required by PLACE, and their

definition in the results presented here can be found in Munoz (2002). The results presented in

subsequent sections correspond to an offline model run that was initialized on 1 June 1997.

The PLACE model uses 7 soil temperature layers defined at 0-2 cm below the surface, 2-
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5cm, 5-10cm, 10-15cm, 15-50cm,50-90cm and90-130cm. Its 5 soil moisturelayersare

locatedat 0-2cm,2-5cm,5-15cm, 15-50cmand50-130cm. Theinitial soil moisturefield was

derivedfrom themoisturefield at 1June1997of theSHM-real-time-model.Thesoil moisture

profile at thePLACE levelswasobtainedby linearinterpolationof theSHM soil moisture

profile. Theinitial soil temperatureprofile wascalculatedasalinearinterpolationbetweena

surfacesoil temperatureandadeepsoil temperaturefield. Theupperfield is calculatedasthe

daily averageof theair temperature,andthedeepsoil temperatureis theclimatologicaldeepsoil

temperaturefield availablein theMM5V3 system.

3.2.5 Offline PLACE Results

Results presented in this section are obtained using the model settings and parameters

described above, with the only exception that the precipitation forcing used was obtained from

the measurements at each individual Mesonet station. This procedure allowed us to perform a

more extensive comparison between model results and point measurements than if we used the

analyzed precipitation fields. Although the latter fields had not shown any significant bias with

respect to the measurements (except July 9, as noted earlier), the variance between

measurements and analysis made the evaluation of the PLACE model at the station level less

revealing. However, the gridded fields of soil variables used as initial conditions for the 3-D

MM5-PLACE runs are produced by using the analyzed precipitation fields as forcing for the

stand-alone PLACE model.

3.2.5.1 Soil Moisture

Figure 3.2.5 shows daily time series of observed and modeled soil moisture averaged
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Figure 3.2.5 Time series of measured and modeled volumetric soil moisture content averaged

over 35 Mesonet stations with full soil moisture data for July 1997. a) 5 cm depth, b) 25 cm

depth, c) 60 cm depth, d) 75 cm depth.
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over 35 Mesonet stations, for the period 1 to 30 July 1997, and for the four levels with

measurements (model results have been interpolated to the measurement levels). Soil moisture

at 5 cm depth (panel a) in the measurements and the model results responds strongly to the

precipitation events during the month. The rain episodes produce increments of similar

magnitude in the model as in the observations. The drying trend in between rain events, however,

is different in the model as compared to the data. The data show larger drying rates at this level.

The second level at 25-cm depth (panel b) shows a remarkable similarity between the observed

and measured mean drying trends during the month. Both time series averaged over the 35

Mesonet stations show a systematic difference that is due to an initial error and to the effects of

the rain event around July 10 that is significant in the model results, but is only slightly noted in

the observations. Mean results for the 60-cm deep soil moisture (panel c) are also similar

between model and observations, again with a slightly larger drying in the observations than in

the model results. The same is evident at the depth of 75 cm (panel d).

Figure 3.2.6 shows number histograms of soil moisture at different levels, as derived

from model results and observations. The difference in the shapes of the histograms is

significant. Model results show a tendency to peak at middle values of soil moisture, while

observed histograms are highly skewed with larger frequencies at the low soil moisture range. A

secondary maximum in the observed histograms occurs at the high soil moisture range,

especially in the deeper soil layers. Therefore, the PLACE model is having some difficulty

simulating the very low and very high soil moisture values, especially in the deeper soil layers.

Deep soil values may be improved by extending the length of the PLACE simulation to several

months.

5o



6OO

500

4O0

aoo
O

2O0

100

0
0

600

5O0

4OO

b3
Q

_o 300
(5

2O0

IO0

0
0

Histogram THETA05

--P-- Run14s8

0.1 0.2 0.3 0.4 0.5
Soil Vol. Water Content

Histogram THETA60

c I-- iesonet

0.1 0.2 0.3 0.4 0.5
Soil Vol. Water Content

600/

7t
300

¢0
(5

2O0

100

0
0

600

500

4O0
o_

300
(5

200

100

0
0

Histogram THETA25

b I MesonetRun14s8

0.1 0.2 0.3 0.4 0.5
Soil Vol. Water Content

Histogram THETA75

d _ I-- Mesonet J

i
0.1 0.2 0.3 0.4 0.5

Soil Vol. Water Content
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1997. a) 5 cm depth, b) 25 cm depth, c) 60 cm depth, d) 75 cm depth.

51



THETA05 Mean 1-30 July97 for 35 Stations
0.5 ......

a

0.4 ....... : ....... ; ....... ; ........ •........

o,3
•r- , . .

t-

_=0.2 ........ _..... .-i-_-.-.-.-!'- ...............

•- .%-?

0.1 ........ ; ....... ; ....... ; ...............

I I , I I ,

0 0.1 0.2 0.3 0.4 0.5
Mesonet

THETA60 Mean 1-30 July97 for 35 Stations
0.5

C

0.4 ........................................

0.3 ........................................
_1- -- ;- - :

"_ o' o

o.2..._:: .;"..;..':....'-. :........ "" ..... '_.:..

0.1 ..... .i ..... ".".........................

0 • ; ' ' '
0 0.1 0.2 0.3 0.4 0.5

Mesonet

THEFA25 Mean 1-30 July97 for 35 Stations
0.5 .....

b

0,4 .........................................

0.3 .........................................

"_ _ ....

o .

0.1 ........ ; ....... _.........................

0 ' ; " ;
0 0.1 0.2 0.3 0.4 0.5

Mesonet

0.3
"d"

THETA75 Mean 1-30 July97 for 35 Stations

0.5 d .....

i
0
0 0.1 0.2 0.3 0.4 0.5

Mesonet

Figure 3.2.7 Scatter plot of monthly mean soil moisture for 35 Mesonet stations with full soil

moisture data for July 1997. a) 5 cm depth, b) 25 cm depth, c) 60 cm depth, d) 75 cm depth.

52



Figure 3.2.7 shows the dispersion between monthly mean soil-moisture values from the

measurements and the model results, for the four levels with data. It is apparent that the model is

unable to capture the regions with larger soil moisture values in the data. This bias could be due

to excessively rapid drying in the model or simply due to soil moisture parameters that are

different between model and observation sites (for example, a saturation moisture that is smaller

in the model than in the measurements). We investigate this problem further by displaying the

dispersion between the observed and modeled maximum and minimum soil moisture at each

station, as shown in Fig. 3.2.8. Panel a shows the scatter between monthly minimum soil

moisture at 5-cm depth (minimum values are paired independent of the day that they have been

reached). The minimum values of soil moisture are in many cases significantly greater than the

corresponding values in the observations. The scatter of maximum values at 5-cm depth (panel

b) shows a smaller bias between model and observations in the middle soil moisture range. The

largest soil moisture amounts, however, are consistently underestimated by the model. Similar

conclusions are drawn for the level 25-cm deep, as shown in panels c and d.

Figure 3.2.9 shows time series of the correlation coefficients between observed and

modeled soil moisture for the four depths with data. A significant increase in the model-

observation correlations is evident during the rainy episodes, especially in the two uppermost

levels. The two lower levels show a steady increase in the correlation through the monthly

period, suggesting that a longer model run could improve the correlations between model and

measurements at the deeper levels. The two lines in these panels correspond to the sensitivity to

the precipitation forcing used in the model. Run 14s8 (continuous line) used the observed

precipitation rates starting on 1 July 1997 (during June 1997 it used the analyzed precipitation

fields), while run 14sSsl used the measured precipitation rates from the start on 1 June 1997.
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Figure 3.2.8 Scatter plot of monthly minimum and maximum soil moisture for 35 Mesonet

stations with full soil moisture data for July 1997. a) minimum soil moisture at 5 cm depth, b)

maximum soil moisture at 5 cm depth, c) minimum soil moisture at 25 cm depth, d) maximum

soil moisture at 25 cm depth.
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The effect of using better precipitation forcing is evident in the lower layers. The

uppermost layer shows larger correlation coefficients only during the first days of July. The

monthly correlation between model and observations for each station is represented in Fig.

3.2.10 for all four levels. The uppermost levels show only positive correlations. The lower

levels show more variable correlations, with some stations showing negative values and others

showing values closer to 1.

Another way of studying the spatial variability in the observations and in the model

results is by grouping the stations in four regions, each covering (overlapping) regions of

approximately 2x2 degrees. These regions are defined as A, B, C, D, from the westernmost to the

easternmost part of Oklahoma. Figure 3.2.11 shows the mean time series of soil moisture in the

four regions according to the available measurements. A significant west-east gradient in soil

moisture is apparent from this figure. The western portion of the Mesonet is significantly drier

than the eastern part. This gradient is more noticeable in the second layer (panel b). The upper

layer is more affected by the rain distribution, and the lower layers appear to be more

homogeneous in soil moisture, with the exception of region A that is drier in all four levels. The

corresponding regional averages from the model results are presented in Fig. 3.2.12. The west-

east gradient is not well reproduced in the model results. Only at the end of the month has a

gradient developed after the large precipitation event around 19 July 1997.

The mean vertical soil-moisture profile is shown in Fig. 3.2.13, where the mean profiles

are plotted for observations and model results. A mean overestimation in the soil moisture

profile is evident from the figure, although the vertical gradients of soil moisture are similar

below 20-cm depth. The model results show a systematic minimum in the second level.
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This may be due to a possible specification error in the root fraction at this level (0.5), which

may make it too large. Further experimentation with longer PLACE integrations is necessary to

obtain definitive conclusions.

Finally, it has been possible to compare the offline PLACE model results to high

resolution surface soil moisture derived from the Electronically Scanned Thinned Array

Radiometer (ESTAR) instrument flown on a P3 aircraft during SGP97 (Jackson et al., 1999). An

example of this comparison is shown in Fig. 3.2.14 taken from Reen et al. (2001). The figure

shows a cross section of soil moisture content along one of the ESTAR southwest-northeast

flight paths on 12 July 1997. The cross section is around 400 km long and the ARM-CART

Central Facility at Lamont, Oklahoma, is located near grid cell 95 in the figure. The 800-m

resolution ESTAR data and the offline PLACE data were both averaged to a 4-km grid for this

comparison. On this day there was a general north-south gradient in soil moisture with warmer,

drier conditions towards the south largely due to the convective precipitation that occurred the

day before in the northern region. In spite of the coarse 36-km resolution of the PLACE stand-

alone results, the spatial variability at this scale is remarkably well captured by the model results

on this day.

3.2.5.2 Soil Temperature

Most Mesonet stations have measurements of soil temperature at 10-cm depth and about

half of these also have measurements at 5-cm and 30-cm depths. Panels a, b, and c of Fig. 3.2.15

show monthly time series of the soil temperature at different levels averaged over all stations

with data (and over all 111 Mesonet stations in the case of model results). The two types of data

lines correspond to measurements below bare soil (TB05 and TB 10) and below a sod
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cover (TS05, TSI0, and TS30). The measured mean temperatures below bare soil are

consistently higher than below sod cover, also have a larger diurnal amplitude (not shown). The

model soil temperatures in the upper two layers fall between the two measured averaged series,

with the exception of the period around 6 July, when the model temperatures dropped more than

the observations. The slight warming trend of the observed deep soil temperature is slightly

smaller than the monthly trend of the model results. Panels d, e, and f of the same figure show

diurnal cycles of measurements and model results at the three levels with data. The amplitude of

the mean diurnal cycles in the model agrees well with the measured cycles at the different soil

depths.

3.2.5.3 Surface Fluxes

Comparison of modeled and observed surface fluxes is always complicated by the local

character of the measurements. Mesonet stations do not have flux measurements. Stations in the

SGP ARM-CART site include EBBR and eddy correlation measurements of fluxes. Many

stations, however, present measurement problems during extended periods. We restrict our

comparison here to ARM-CART stations E9 and E 15 that do not report data quality problems

during July 1997. Figures 3.2.16 and 3.2.17 summarize the analysis of the sensible and latent

heat fluxes measured at these stations. Diurnal cycles of fluxes are shown in panels a and c of

Fig. 3.2.16. In both stations the surface fluxes appear to be dominated by the latent heat fluxes,

especially at station E9. Panels b and d illustrate the diurnal cycle of the variability in these

measurements. Noise in the data is relatively large during the night and in the diurnal transition

periods, where the Bowen ratio method of determining fluxes usually has problems. The fluxes

between hours 15 and 21 are averaged for each day and presented in the monthly time series in
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Figure 3.2.17. The dominance of latent heat fluxes at station E9 is again evident. The low

values of sensible heat flux during the afternoon at E9 for the entire month is intriguing. There

appears to be some source of water nearby. Station El5 also has Bowen ratios less than one for

more than two-thirds of the month, but it has Bowen ratio near one (i.e., comparable latent and

sensible heat fluxes) during the period of 5 to 15 of July 1997.

The corresponding diurnal cycles and monthly time series of fluxes for offline PLACE

model results are shown in Fig. 3.2.18. Mean model results for station E9 are also dominated by

the latent flux, although not as strongly as in the observations. Station El5 has more comparable

fluxes. The 3-hourly noise evident in these diurnal cycles is probably an artifact of the

meteorological forcing supplied to the model that changes every three hours. Panels c and d of

the same figure roughly follow the corresponding observed time series. The most evident

problem in the model results is when the sensible heat flux remains very low and even negative

during daytime. This may be due to the use of one cloud field for the entire day in the radiation

model. The corresponding observed fluxes become small, but usually remain positive. Overall,

the offline PLACE results are representing fairly well the land-surface conditions and its daily

variability.
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Figure 3.2.18 Analysis of modeled surface fluxes for two ARM-CART EBBR stations, a) Mean
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Figure 3.2.17a but for model results, d) As Figure 3.2.17b but for model results.
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3.3 The Improved Shallow-Convection Scheme

3.3.1 Removal of Stochastic Behavior in the Mass Flux Calculations

3.3.1.1 Introductory Remarks

In order to use the shallow convection parameterization to investigate the interaction

among shallow clouds and other physical processes like radiation, turbulence, deep convection

and surface processes, it is necessary first to make sure that the parameterization is working in a

physically plausible way. This means that, among other things, it appropriately conserves

quantities like water or energy and that it produces realistic tendencies. It also means that it has

a smooth behavior, in the sense that for small changes in the variables input to the scheme, it

produces smoothly varying tendencies.

Preliminary application of the shallow scheme has shown that the latter conditions are not

fully satisfied and that several improvements to the shallow scheme are necessary if one wants to

use it with the purposes of regional climate and atmospheric water-budget studies. This section

describes the most important problems encountered in the original scheme of Deng (1999) and

points to suggested solutions and improvements.

For the purpose of this report we divide the shallow-cloud scheme into three main parts.

Part 1 will be referred to as the updraft algorithm. It defines the initial parcel that is used to

determine the convective amount (intensity) and calculates the updraft mass fluxes for that parcel
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asafunctionof thegivenenvironmentalsounding.Part2of theshallowparameterizationwill

bereferredto astheclosurealgorithm. It computestheenvironmentaltendenciesderivedfrom

theupdraftmassflux profile andevaluatesthechangein availablebuoyantenergydueto those

tendencies.It alsodetermineshowmuchconvectionwill occur,givenanappropriateclosure

condition. Thefinal partof theshallow-cloudscheme,Part3, calculatesthedissipationof

shallowcloudvariablesin theneutrallybuoyantcloudmassthatis detrainedfrom theshallow-

cloudupdrafts.Thefollowing portionsof this sectiondescribetheproblemsandimprovements

for eachof thethreepartsof theschemeandillustrateresultsusingtheoriginal formulation

versustheimprovedscheme.

3.3.1.2Improvements to the Kain-Fritsch Updraft Algorithm

Preliminary runs with the shallow convection scheme have shown a large degree of

discontinuous behavior in its solutions. This feature hinders the attainment of quasi-equilibrium

conditions, as well as making the physical interpretation of model results quite difficult. One of

the underlying reasons for the discontinuous behavior of the shallow convection scheme is that

its cloud-updraft model is based on the Kain-Fritsch (1990) deep-convection scheme. The latter

was designed to calculate a mean updraft condition to be used for a convective period lasting on

the order of a half hour or so. Therefore, the discontinuous features of its cloud model had little

impact over a period of several time steps. When a new Kain-Fritsch updraft was determined a

half hour later, it would be calculated on the basis of what could be (by that time) a very different

environment. However, the original shallow-convection scheme calculates a new updraft at

every time step using this same Kain-Fritsch cloud model, which causes the discontinuous
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tendenciesthatbecomepainfully evident.

3.3.1.2.1 Case 0: A Simple Case with Discontinuities

As the first step in the investigation, we isolated the algorithm that computes the source

conditions for the shallow clouds. In essence it corresponds to the source algorithm in the Kain-

Fritsch (1990) cloud model, with some modifications regarding the source layer and the initial

level of the updraft parcels defined for the shallow convection scheme. To test the scheme we

used the thermodynamic sounding shown in Figure 3.3.1. It consists of a 500-m mixed layer

capped by a deep isothermal layer. The water vapor mixing ratio is constant in almost all the

lower atmosphere above 990 mb. For this case the lowest two layers of the sounding,

comprising a depth of about 10 mb (-100 m), define the thermodynamic properties of the updraft

parcel. The mixing ratio of these two layers is moister than in the upper levels, but is kept

constant in all calculations shown in this section. The temperature of the two lowest layers will

be varied to study the continuity (smoothness) characteristics of the .cloud model. The

temperature of these two layers is varied by increments of 0.04 K over a range of 4 K (for a total

of 100 experiments). We will refer to this experiment as Case 0. Figure 3.3.1 shows the coldest

and the warmest soundings used. All other conditions are held constant (unless stated

otherwise), including a constant PBL height of 50 mb (-500 m) and a constant initial velocity of

the updraft (0.2 m/s).
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Figure 3.3.1 Skew-T diagram for environmental sounding used in the tests. The two lowest
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the figure. Model levels are denoted by circles on the temperature sounding.
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3.3.1.2.2 Discontinuities of the Original Shallow Scheme

To illustrate the discontinuous behavior of the original updraft scheme, Figure 3.3.2

shows the mass fluxes in the series of 100 experiments of Case 0 at level 11 (915 mb), as a

function of the temperature perturbation in the surface layer. Several jumps are present in the

series, where small changes in the temperature of the initial updraft parcel produce large changes

in the mass flux profile. Since the shallow-cloud tendencies, as well as the tendencies fed into

the grid-resolved variables, depend directly on the mass flux profile, it appears that the current

scheme can produce abrupt changes in the calculated grid-scale tendencies.

Further analyses of these results have shown that the jumpiness in the mass flux is due in

part to the large importance given to the grid layers in the scheme's computations. For example,

the detrainment at the top of the updraft is performed over an integer number of layers (up to the

level LTOP, which is the layer in which the cloud top is diagnosed). Therefore, when the

number of detraining layers changes from, say, 1 to 2, the mass fluxes change abruptly and

significantly in all layers involved. Other layers that have an important impact on the results are

the layer of equilibrium temperature (LET) and the layer defining the thermodynamic properties

of the starting updraft. Whenever these layers change by a unit (one whole layer), the updraft

mass flux distribution can change drastically.

Figure 3.3.3 shows the series of important heights diagnosed with the original updraft

algorithm, as a function of the perturbation temperature. ZPBL is the assumed PBL height that is

set constant at 500 m in all calculations. The fine line labeled ZLCL is the diagnosed lifting
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Figure 3.3.2 Diagnosed mass fluxes for the original updraft algorithm at Level 11 as a function

of perturbation temperature in the initial shallow-cloud updraft parcel. UMF: mass flux at the

top of the layer. UER: entrainment flux in the layer. UDR: detrainment flux in the layer.
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condensation level that is based on the temperature and moisture of the surface layer. Here, the

updraft release height is always at ZPBL because ZPBL < ZLCL in all of the 100 experiments of

Case 0. Finally, the line with circles labeled as CLDTOP is the diagnosed top of the updraft (or

cloud). The discrete behavior of the cloud top is a serious problem that complicates the

interpretation of the scheme's results and has feedbacks to many of the shallow-cloud scheme's

calculations. Also, there are two regions in Figure 3.3.3 where CLDTOP drops suddenly to a

minimum value. These regions correspond to conditions for which the algorithm diagnoses no

shallow clouds because the condition ZLCL > CLDTOP is met. A further discussion of the

appropriateness and implicaitons of this condition is presented below. While it is true that the

series of LET and LTOP must jump between integer numbers (because they refer to grid levels),

it is not necessary true that the algorithm has to reflect these discontinuities in such a strong way.

In fact, LET and LTOP represent the integer locations of well defined heights that are continuous

in the vertical, namely, the height of no-buoyancy (ZLET) and the height of zero vertical

velocity for the updraft parcel (ZTOP), respectively.

As it is now, the shallow cloud scheme is activated (i.e., produces condensed water mass,

which is a source of NBC and defines cloud mass fluxes) depending on the relationship between

the ZLCL and CLDTOP. If CLDTOP > ZLCL, then the cloud model is activated and mass

fluxes are calculated. Although this condition appears reasonable, a closer look indicates that its

consequences are not completely straightforward. Figure 3.3.4 shows the total detrained mass

fluxes of water vapor and liquid water that are diagnosed by the original scheme. Again, the

discreteness of the fluxes is evident in the figure. The two regions with large drops in the vapor

detrainment fluxes in Panel a correspond to the experiments in which the shallow scheme does

75



500
Detrained Water Vapor Mass Flux

I I I I I I I

---400
X

U.

3oo

_loo-

0
0

1.4

J

I I

0.5 1
I l . f r f

1.5 2 2.5 3 3.5

DT (K)

Detrained Liquid Water Mass Flux

A

_1.2
v

IT"
o,8

t_

0.6

_: 0.4

,..,J

0
0

I I I

_ • _I ......... L _ _ _ I _+1

0.5 1 1.5

I I I I

2 2.5 3 3.5

DT (K)
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not activate because of the triggering condition discussed above (also see Figure 3.3.3). The

detrained liquid water (that defines the source of shallow water clouds) is also discontinuous.

Two subtle effects of the shallow-cloud triggering condition are illustrated in Figure

3.3.4. First, ZLCL is calculated with an undiluted parcel, but the CLDTOP calculations include

the effects of dilution with the environment. Thus, it is possible that, although CLDTOP >

ZLCL, the environmental dilution precludes the updraft from actually reaching saturation. In

this condition the algorithm will produce mass flux profiles and shallow-cloud tendencies, but

there will be no production of liquid water at all! This situation is seen in the figure in the region

2.2 K > DT > 1.5 K, where the cloud fluxes are active, but there is no liquid-water detrainment.

The second effect is also illustrated in Figure 3.3.4. The discrete character of CLDTOP

produces abrupt changes in the status of the triggering condition, as can be seen in the regions

around DT=2.2K (ON to OFF) and DT=2.55K (OFF to ON). Especially when the jump is from

OFF to ON, the jump in the shallow-cloud parameterization tendencies can be large, because

there already is a large updraft occurring when the ON condition is triggered.

Another discontinuity that the updraft algorithm possesses, but which has not been

illustrated here, is in the definition of the thermodynamic properties of the cloud-initiating

parcel. A discrete number of model layers near the surface is considered at each time step to

define these properties, so that as the ZPBL grows continuously, the source layer grows

discretely. That is, the source layer is defined as two or more discrete model layers, beginning

from the surface. Understanding and correcting this problem is more straightforward than the

problems with the cloud model described previously.
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In summarytheproblemsdetectedin theupdraftalgorithmof theshallow-cloudscheme

canleadto discontinuitiesin themassflux profilesthatmayarisefrom: (a)discretedefinition of

theupdraft-propertylayer, (b)discretedefinitionof thereleasinglayerfor cloud-initiating

parcels,and(c) discretedefinitionsof theLET layerandtheuppermoistdetrainmentlayer.

Furthermore,aproblemwith thetriggeringconditionhasbeenidentified. Theuseof ZLCL in

definingthetriggeringconditionappearsto beinappropriateandunnecessary.Theimproved

updraftschemedevelopedin this studytriesto usecorrespondingcontinuousdefinitionsfor

thesesignificantlevelsin its calculations.Resultswith therevisedschemearepresentedbelow

in thenextsections.

3.3.1.2.3 Basic Results with the Improved Updraft Algorithm

The revised shallow-cloud updraft scheme tries to retain the physical basis of the original

Kain-Fritsch scheme and its conservative properties, while also stressing the importance that its

diagnosed mass fluxes should be smooth and continuous. To attain this goal, the revised scheme

requires that the environmental and/or initial updraft properties must change in a smooth and

continuous manner. Here, we only present the results for the same experimental conditions

(Case 0) discussed in the previous section, but using the revised shallow-cloud updraft scheme.

Figure 3.3.5 shows the mass fluxes at level 11, using the revised updraft scheme

(compare to Figure 3.3.2). The new results are indeed smooth and continuous. The results in the
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Figure 3.3.5 Diagnosed mass fluxes using the revised updraft algorithm at Level 11 as a

function of perturbation temperature in the initial shallow-cloud updraft parcel. UMF: mass flux

at the top of the layer. UER: entrainment flux in the layer. UDR: detrainment flux in the layer.
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figure clearly show that, as DT grows, the evolution of detrainment rate, the increase of mass

flux, and later the development of entrainment each have a simple physical meaning that is

consistent with the expected behavior at a fixed height when the updraft grows in depth through

that level.

Figure 3.3.6 shows the corresponding series of significant heights to be compared with

Figure 3.3.3. The updraft top height, ZTOP, increases smoothly and continuously as the updraft-

initiating parcel becomes warmer. This figure also shows some additional relevant heights that

are diagnosed with the new scheme. Of particular interest is the height labeled as ZLCLU that

corresponds to the height where the entraining/detraining updraft reaches saturation and

condensed water begins to form. In this example, ZLCLU is significantly higher than ZLCL, the

lifting condensation level based on the undiluted initial parcel (which of course is exactly the

same as the one diagnosed by the original shallow-cloud scheme in Figure 3.3.3). Also, the level

ZLET is the no-buoyancy level that corresponds to the LET level of the original scheme.

Finally, Figure 3.3.7 shows the total detrained water vapor and liquid water fluxes, which

can be compared to the corresponding fluxes of Figure 3.3.4. The smoothness of the new fluxes

contrasts dramatically with those calculated using the original scheme. In particular, the liquid

water fluxes are non-zero in the entire domain of this test. Furthermore, they appear to have a

weak minimum at intermediate values of initial parcel temperature (DT ~ 3 K). One would

expect that the sources and tendencies derived from the shallow convection scheme will also

behave in a more physically plausible way.

It is now possible to seek a physical interpretation for the behavior of the shallow

80



1500
Heights for New Scheme

I I I I I I I

1000

5O0

ZPBL
m ZLCL

ZTOP
- - ZLCLU
.... ZLET

0 , I I 1 1 I I !

0 0.5 1 1.5 2 2.5 3 3.5 4
DT (K)

Figure 3.3.6 Important heights diagnosed with the revised shallow-cloud updraft algorithm.

ZPBL: height of the PBL. ZLCL: lifting condensation level. ZTOP is the height of the updraft

top. ZLCLU is the height where the updraft becomes saturated. ZLET. is the no-buoyancy
level.
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Figure 3.3.7 Sources of detrained updraft water vapor and liquid water diagnosed with the

revised updraft algorithm. (a) Total detrained water vapor flux (regions with low values around

DT = 2.5 K and DT = 4 K are not fed back to the calling model because CLDTOP<ZLCL). (b)

Total detrained liquid water.
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convection scheme, which was not possible in the original scheme due to the discontinuous

behavior of the liquid fluxes in Figure 3.3.4b. A close inspection of Figure 3.3.7b, however, still

shows some artifacts in the experiment series of fluxes, but they are minor compared to the

original results and should not preclude the continuation of this work. Therefore, we were able

to move forward with a broader series of tests.

3.3.1.2.4 Further Results with the Improved Updraft

Algorithm

In this section we present results from the revised shallow-cloud updraft algorithm using

changes in other conditions affecting the cloud-initiating parcels.

3.3.1.2.4.1 Case 1: Changes in the PBL Height

For Case 1, the PBL height was varied from 400 to 700 m in 100 steps of 3 m each. All

other conditions were held constant as in Case 0. (Note that the temperature perturbation of the

surface layer in Case 1 and the following cases is fixed at 2 K, exactly in the middle of the

sensitivity range applied in the previous section.) Changing the PBL height directly affects the

releasing height of the updraft-initiating parcel, as well as the other properties of the initial

parcel. The latter effect is due to the fact that the scheme assumes that the initial parcel has the

average properties of the surface-based source layer corresponding to 20% of the PBL depth.

Figure 3.3.8 summarizes the results for this sensitivity test for the improved (left panels) and
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Results from the shallow convection as a function of change in PBL height.

Figures 3.3.8a are computed with the revised updraft algorithm. Figures 3.3.8b are based on the

original updraft algorithm. Upper panels are critical heights, middle panels are total detrained air

mass fluxes, and lower panels are total liquid water fluxes.
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original (right panels) updraft algorithms. The upper panels show the series of heights for the

two schemes. The old scheme maintains a constant cloud-top height until the diagnosed ZLCL

abruptly rises at ZPBL~615 m (because an extra integer layer was considered in the surface

source layer), causing the scheme to suddenly shut off. The revised scheme, however, diagnoses

a gradual change in all heights, including a gradual increase of the ZLCL as the surface layer

grows in depth along with the ZPBL.

The middle panels show the total detrained air mass fluxes. Again, the original scheme is

highly discontinuous and the mass flux stops abruptly. The new scheme, on the other hand,

diagnoses a gradual decrease of the mass fluxes as the release height increases. The physical

reason for this is that the density of the initial parcel decreases as the release height slowly rises.

Finally, the bottom panels show the diagnosed total liquid water detraining fluxes. In this case

the old scheme does not produce any liquid water, although the updraft scheme is active in most

of the series. Again, this is because of the dilution effect on the parcels and the detrainment

algorithm used by the scheme. On the other hand, the new scheme produces a continuous source

of liquid water as long as ZLCLU is lower than ZTOP (see upper panels). When that condition is
,ib

s

not true'he liquid fluxes drop smoothly to zero.

3.3.1.2.4.2 Case 2: Changes in Initial Vertical

Speed

In the next series of tests the ,initial vertical speed of the updraft parcel is varied from 0.2

to 10.2 ms x in 100 steps of 0.2 ms "l each, while all other conditions are held constant, as in the
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temperaturetests(Case0). Figure3.3.9showsresultsfor Case2 basedon theoriginaland

revisedupdraftalgorithms.Themostrelevantdifferencesproducedby theimprovedalgorithm

arethesmoothnessin theliquid waterfluxesandtheheightvariations,comparedto theoriginal

approach.

3.3.1.2.4.3 Case 3: Changes in Mixing Ratio

of the Surface Layer

Finally, the tests are repeated, but now changing the water vapor mixing ratio of the

surface source layer that helps to define the thermodynamic properties of the updraft-initiating

parcel. All other variables in Case 3, plus the temperature of the source layer, are fixed as in the

initial test, Case 0. The increase of the mixing ratio in the surface layer makes the LCL of the

parcel (for both dilute and undilute versions) decrease and also induces a change in the saturation

state of the updraft.

Figure 3.3.10 shows the results for this series of tests. The variation of the heights is

more complex in this case. The ZLCL, as well as the ZLCLU, decreases as the initial parcel

becomes more humid. When ZLCL becomes lower than ZPBL, the parcels are released from the

ZLCL. The discontinuous behavior of the liquid water detrainment mass fluxes calculated with

the old scheme represents a serious inconsistency that is greatly reduced with the revised

scheme. Although the improved updraft algorithm is still not completely smooth, the mass flux

perturbations are greatly reduced so that their impacts on the NBCs and the feedbacks to the

resolved-scale tendencies should remain negligible.
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Figure 3.3.9. Results from the shallow convection as a function of change in the initial vertical

speed of the updraft parcel. Figures 3.3.9a are computed with the revised updraft algorithm.

Figures 3.3.9b are based on the original updraft algorithm. Upper panels are critical heights,

middle panels are total detrained air mass fluxes, and lower panels are total liquid water fluxes.
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Figure 3.3.10 Results from the shallow convection as a function of change in the mixing ratio of

the surface layer. Figures 3.3.10a are computed with the revised updraft algorithm. Figures

3.3.10b are based on the original updraft algorithm. Upper panels are critical heights, middle

panels are total detrained air mass fluxes, and lower panels are total liquid water fluxes.
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3.3.1.3 Improvements to the Closure Algorithm

With the improved updraft algorithm it is possible now to test the second part of the

shallow-convection code. In this part, the closure algorithm is used to derive tendencies for the

environmental thermodynamic profiles based on the updraft mass fluxes. The available buoyant

energy (ABE) closure algorithm (ABE is the same as CAPE used in the Kain-Fritsch deep

convection scheme) determines the amount of convection according to the change in ABE

induced by the unit updraft. In the shallow convection scheme this ABE closure is supplemented

with a TKE closure that determines the amount of convection according to the TKE in the

boundary layer. The TKE closure is most appropriate for very shallow clouds driven primarily

by boundary layer turbulence. For intermediate cloud depths, a hybrid regime is defined in

which the amount of convection is interpolated between the rates calculated by the ABE and the

TKE closures.

3.3.1.3.1 Case 0: Results with Original Closure Algorithm

We next applied the original closure algorithm to the same Case 0 discussed in Section

3.3.1.2 in which the temperature of the surface layer is varied in a set of 100 small increments of

0.04 K. Here, we used the revised updraft algorithm from that previous section to derive the

updraft mass fluxes that are input to the closure algorithm. Results are presented in Figures

3.3.11 and 3.3.12.

Figure 3.3.1 la shows the ABE calculated by the updraft algorithm for the undiluted
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Figure 3.3.11 Results for Case 0 using the original closure algorithm. (a) ABE: buoyant energy

obtained in undilute updraft algorithm. ABEG: buoyant energy calculated in the original closure

algorithm. (b) Updraft multiplication factors calculated in the original closure algorithm.

AINC2 is the multiplication factor calculated with the shallow TKE closure, AINC4 is calculated

with the ABE closure, and IINC3 is the multiplication factor for the hybrid (transition) closure.
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Figure 3.3.12 Neutrally buoyant cloud source rates, based on detrainment from the shallow

cloud updraft calculated with the original closure algorithm for Case 0. (a) Cloud area fraction

source rate. (b) Liquid water source rate.
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parcel used to compute the updraft. Also shown is the ABE diagnosed by the original closure

algorithm (ABEG). Note that there is a large discrepancy between these two values of ABE.

The reason is that the computation of the ABE in the closure algorithm is performed for a parcel

starting at the undilute LCL, without regard to the fact that the parcel in the updraft algorithm

can originate at the PBL. This condition occurs quite often, whenever the LCL is above the

PBL. It represents a lack of consistency between the two sections of code that can have serious

consequences because the ABE closure is highly dependent on the difference between the

updraft ABE and the closure ABE (ABEG). In the original code both buoyant energies often are

calculated for parcels with different properties! The apparent solution for this inconsistency is to

use the same parcel in the closure section as it was used in the updraft scheme. Figure 3.3.1 lb

shows the convective amplification factors calculated by the three shallow-cloud closure

regimes. These factors are the numbers by which the initial updraft mass flux has to be

multiplied in order to attain closure. AINC2 is the multiplication factor calculated for the TKE

closure, AINC4 is the factor calculated for the ABE closure, and AINC3 is the hybrid (or,

transition) closure factor (the one that would be used in the case shown in the figure). The figure

shows that values of AINC2 are almost constant for all 100 experiments in the series. The values

of AINC4 are very close to zero, but are not exactly zero. In each case the original closure

algorithm sees an initial non-zero value of ABE coming from updraft algorithm and then

calculates a new ABEG which is zero (because a different parcel was used). In effect, the

closure algorithm thinks that it has overestimated the convective factor, AINC4, and therefore

reduces the factor by 50%. The procedure is repeated until the maximum number of iterations is

reached (10) and that value is selected as the final AINC. The transition factor for the hybrid

closure, AINC3, is close to AINC2 with a decreasing tendency as the temperature perturbation
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increases.

Figure3.3.12showsthesourceratesfor thekeyNBC (neutrallybuoyantcloud) variables

diagnosedby theoriginalclosurescheme.Figure3.3.12ashowsthesourcerateof cloudyarea

fractionandFigure3.3.12bis thesourceratefor liquid water. The series shows the rates for

each of the different layers at which updraft mass is detrained, but the individualization of each

layer is irrelevant for the present discussion. The salient feature of Figure 3.3.12a is the

discontinuous series of the cloudy area source term. With all the effort put into producing

continuous updraft fluxes, one wonders how these source rates can collapse abruptly to zero.

The reason lies in the algorithm that computes the tendencies of the NBC variables. We saw in

the section discussing the updraft algorithm that an updraft can exist without producing any

liquid water. That means that one can have a non-zero detrainment mass flux with a zero liquid-

water detrainment rate. The original code assumed that any detrainment flux produces a cloudy

area fraction, which is not the case when the detrainment has no liquid water. As the liquid

water source term in Figure 3.3.12b goes to zero the cloud-area source term may not go to zero,

which means that a "dry" detrainment is being computed as a source for the cloudy area! The

solution to this problem requires just to keep track of the effective air mass flux that is detrained

when liquid water is present and to use only this portion to compute the cloud area source term.

3.3.1.3.2 Case 0: Results with Revised Closure Algorithm

Figures 3.3.13 and 3.3.14 show results obtained with the revised closure algorithm

described above. The ABE series shown in Figure 3.3.13a is the same as that shown for the
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Figure 3.3.13 Results for Case 0 using the revised closure algorithm. (a) ABE: buoyant energy

obtained in undilute updraft algorithm. ABEG: buoyant energy calculated in the original closure

algorithm. (b) Updraft multiplication factors calculated in the original closure algorithm,

AINC2 is the multiplication factor calculated with the shallow TKE closure, AINC4 is calculated

with the ABE closure, and IINC3 is the multiplication factor for the hybrid (transition) closure.
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original scheme in Figure 3.3.1 la, because both are based on the same shallow-cloud updraft

scheme. However, although the final ABEG series is lower than ABE, it is still non-zero. The

similarity in the shapes of the ABE and ABEG series in Figure 3.3.13a is an indication that the

same parcel properties and updraft algorithm are being used to calculate ABE in the updraft

algorithm and in the closure algorithm. Meanwhile, Figure 3.3.13b shows the convective factors

calculated with the revised closure scheme. The TKE convective multiplication factor, AINC2,

is similar to that obtained with the original scheme. However, the ABE convective factor,

AINC4, is substantially different. Instead of remaining zero it increases rapidly as the

temperature perturbation increases, from zero to the maximum allowed value of 1000. Thus, the

resulting hybrid-closure multiplication factor, AINC3, increases slightly instead of decreasing, as

occurred with the original scheme (compare to Figure 3.3.1 lb). The fact that the convective

fluxes grow when calculated according to the revised closure algorithm as the initial updraft

parcel becomes warmer has more physical appeal than the opposite case found with the original

closure algorithm.

Next, Figure 3.3.14 shows the source rates for the NBC determined from the shallow-

cloud updraft variables, as calculated according to the revised closure algorithm. Now the

cloudy-area tendencies in Figure 3.3.14a are continuous and go to zero as the liquid-water source

rates go to zero in Figure 3.3.14b. Again, this is physically more consistent behavior than the

results obtained with the original algorithm.

At this point it is illustrative to check the updraft and closure algorithms to see exactly

what type of thermodynamic profiles they produce and to see how the reduction in ABE is being

accomplished. Figure 3.3.15 shows a Skew-T diagram with results based for Case 0 and for the
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maximum perturbation in the surface layer temperature (i.e., DT=4 K). The bold lines in the

figure represent the environmental temperature and dew point profiles. The fine line soundings

correspond to the final soundings calculated with the closure scheme (i.e., the soundings towards

which the closure scheme will calculate its tendencies). The short fine lines correspond to the

parcel trajectories in temperature and dew point for the shallow-cloud updraft parcel calculated

with the updraft algorithm. Several features are to be noted in this figure. First, the ABE is

calculated (approximately) as the positive area between the parcel temperature path and the

environmental temperature sounding. We see then that the final environmental sounding indeed

has a lower ABE than the initial sounding. The decrease in ABE, however, is not large. Also,

just by looking at the initial and final environmental temperature profiles, one can see an upper

level cooling and a lower level warming that are induced by the convective scheme. This

suggests a tendency for the profile to destabilize due to the convection! In other words, by

reducing the ABE relative to the updraft parcel, the instability of the environmental sounding

actually is increased. This is a very interesting result and appears to match the expected behavior

of shallow cloud fields that, in certain circumstances, they can tend to destabilize the initial

environment. Given that the initial temperature profile in these experiments is isothermal above

the boundary layer (i.e., very stable) and that convection should move the thermal profile

towards a moist adiabatic condition, the result in Figure 3.3.15 is indeed consistent with

expectations.

A final feature to observe in this diagram is the tendency for the environmental soundings

below the shallow-cloud updraft. Strong drying and cooling can be observed in the region just

below the updraft base near 960 mb. The reason for this is that the source of the updraft mass

flux is located there, but the thermodynamic properties of the shallow-cloud updraft are taken
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from the surface layer (985-1000 mb). Therefore, when the surface layer is moister and warmer

than the mass-source layers, the energy and water budget equations can induce strong tendencies

in the mass-source layers. This behavior may not be physically realistic. Perhaps a better

approach would be to assign the full boundary layer (BL) to be the source of the updraft mass

flux. In this way the effect on the tendencies would be reduced and probably would be smoothed

out quite easily later on by the mixing forced by the model's turbulence parameterization.

3.3.1.3.3 Further Results with Revised Closure Algorithm

3.3.1.3.3.1. Revised Closure Algorithm in Case 1

We present here results of an experiment series based on the revised shallow-cloud

updraft and closure algorithms for Case 1, in which the PBL height was increased in steps of 3 m

from 400 to 700 m. Figure 3.3.16 shows the series of ABE (Fig. 3.3.16a), convective

multiplication factors (Fig. 3.3.16b), and the NBC source rates for cloud area and liquid water

content (Figs. 3.3.16c and d). For lower parcel releasing heights (i.e., at the lower values of the

BL height), the parcels have non-zero ABE that decrease slowly as the PBL grows. Figure

3.3.16b shows that the convection multiplication factors diagnosed by the revised closure

algorithm also decrease slightly for shallow PBLs. For larger PBL heights (>550 m) the initial

ABE drops rapidly to zero and the convective factors also decrease, especially AINC4, which

comes from the ABE closure. The hybrid-closure multiplication factor, AINC3, is only slightly
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Figure 3.3.16 Results for the shallow convection scheme with the revised closure algorithm in

Case 1. (a) Initial and final buoyant energies, (b) Convective multiplication factors.
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Figure 3.3.16 (Continued) Results for the shallow convection scheme with the revised closure

algorithm in Case 1. (c) Cloudy area source rates, (d) Liquid water source rates.
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reduced because it is dominated by the TKE closure, which is more or less constant in this case.

Figure 3.3.17 shows Skew-T diagrams for the lowest and highest PBL heights considered

in the Case 1 computations. In the first case (left panel) the initial ABE is related to the positive

area between the updraft path and the original temperature profile. This ABE decreases in the

target environmental profiles as there is warming in the lower levels of the updraft layer. The

updraft parcel path can be seen to reach saturation at -900 mb. Intense drying and cooling is

seen at ~960 mb (below the updraft base), which once again is related to the definition of the

updraft mass-source layer. In the right panel of Figure 3.3.17, results for the highest PBL height

are illustrated., Here, the updraft parcel is everywhere cooler than the environment, which

explains the zero ABE diagnosed in this case (see Fig. 3.3.16a). The TKE closure still diagnoses

a convective flux that slightly modifies the environment, even though the updraft fails to reach

saturation.

3.3.1.3.3.2 Revised Closure Algorithm in Case 2

Results for Case 2, in which the initial vertical velocity of the shallow-cloud updraft

parcel is incremented between 0.2 and 10.2 ms 1, can be seen in Figures 3.3.18 and 3.3.19. The

series of ABE in Figure 3.3.18 shows that the final ABEG is always lower that the initial ABE,

and in most cases it is zero. The convective multiplication factors in Figure 3.3.18b show that

AINC4 decreases as the initial vertical velocity increases. This is natural because, as the initial

speed of the parcel increases, so also does the mass flux of the "unit" updraft. Thus, the final

updraft mass flux corresponds to a decreasing amplification factor for the initial updraft.

105



¢-_
E

i.__

IX.

8OO

900

1000

/ V.__ j, /\ /

i' "" " '' /\ '/ ,, ,, ¢
' // , // //

,' ,/. / / // /
/ /\ ! / // / /

, _ \,'_ ,,,//,, ,,
. t_x I . I I -

I i I j I

..I, ,,'" ,,,"
"Y ' / ., "_,, ' _K

20

Temperature (C)
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algorithm in Case 2. (a) Initial and final buoyant energies, (b) Convective multiplication factors.
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algorithm in Case 2. (c) Cloudy area source rates, (d) Liquid water source rates.
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Figure 3.3.19 shows the Skew-T diagrams corresponding to the lowest (0.2 ms 1) and

highest (10.2 ms 1) initial vertical velocities. In Fig. 3.3.19a we see that there exists some initial

ABE that decreases as the environment is modified by convection. The updraft reaches

saturation in the upper levels near 900 rob. In Figure 3.3.19b for the highest vertical velocities,

the induced tendencies are much greater than for the other case with low vertical velocities. The

final ABE is zero (when the virtual effect of water vapor is considered). The updraft extends

through a deep layer (up to -860 mb), where it is saturated and where liquid water is being

detrained. The drying of the updraft mass-source layer below the updraft base in this case is very

large and most probably is unphysical.

3.3.1.3.3.3 Revised Closure Algorithm in Case 3

Results obtained with the revised updraft and closure algorithms for Case 3 are shown in

Figures 3.3.20 and 3.3.21. Figure 3.3.20a shows that as the water vapor content of the shallow-

cloud updraft parcel increases, the convective multiplication factor for the ABE closure increases

rapidly. Due to the TKE dominance in the hybrid (transition) closure, however, the ABE is only

partially reduced in the final environmental profile (Fig. 3.3.20b). As the initial parcel becomes

saturated, the induced tendencies grow substantially. This is especially evident in the Skew-Ts

presented in Figure 3.3.2 I. Note that in the fight panel of that figure, the parcel trajectory is

saturated aloft from the shallow-cloud updraft base (where the temperature and dew point lines

overlap at -965 rob). The temperature sounding of the parcel trajectory is, however,
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Figure 3.3.20 Results for the shallow convection scheme with the revised closure algorithm in

Case 3. (a) Initial and final buoyant energies, (b) Convective multiplication factors.
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Figure 3.3.21 Skew-T diagram for results with revised algorithms in Case 3. (a) Using the

smallest water vapor surface perturbation. A description of the lines is given in the text

following Figure 3.3.15.
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significantly different than the moist adiabat. This effect is due to the entrainment of

environmental air into the cloud updraft. A test of this case with entrainment set to zero yields,

quite naturally, a moist adiabat trajectory on the Skew-T (not shown).

3.3.1.3.3.4 Extension of the Mass-Source Layer to
the Full PBL

As pointed out previously restricting the shallow-cloud updraft mass-source layer to the

upper levels of the PBL, while taking its thermodynamic properties from near the surface, can

induce large tendencies in the region of the mass source layer. These large tendencies appear to

be unphysical. Therefore, a test was conducted by modifying this algorithm to redefine the

mass-source layer as the complete PBL. Figures 3.3.22 and 3.3.23 show results for Case 0 with

this modification of the source-layer algorithm. In the shallow-cloud updraft layer above 950 mb

(in Figure 3.3.23), the results are similar to those obtained previously (in Figure 3.3.15), but the

tendencies in the PBL shown in the Skew-T diagram of Figure 3.3.23 are much smaller than in

the previous Case 3 experiment in which the mass-source layer was restricted to the upper

portion of the PBL.
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Figure 3.3.22 Results for the shallow convection scheme with the revised closure algorithm in

Case 0 with the mass-source layer extended to the entire PBL. (a) Initial and final buoyant

energies, (b) Convective multiplication factors.
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3.3.2 Calibration and Sensitivity Tests

3.3.2.1 Introductory Remarks

We describe here improvements and sensitivities of the Penn State (PSU) shallow

convection parameterization. The original parameterization was developed in Deng (1999) and

has been described in Deng et al. (2002a, 2002b). In Mufioz et al. (2001) the scheme was

applied in the 3-D MM5 model Version 3.3 to simulate a summertime convection case over the

central U.S. (see Section 4.3). Although the results were encouraging because the shallow

convection scheme was able to partially capture the spatial distribution of shallow clouds, they

also showed some systematic underprediction of cloudiness and a general patchiness in the cloud

fields, that prompted the revisions and improvements described here.

The PSU shallow convection scheme can be considered an extension of the Kain-Fritsch

(KF) deep convection parameterization scheme (Kain and Fritsch, 1990) to account for the

effects of shallow non-precipitating clouds. As a standard convection parameterization scheme,

the PSU shallow convection scheme consists of a triggering condition, a cloud model and a

closure assumption. Because it is designed to represent shallow convection, however, the new

scheme differs from other convection parameterizations in several respects. On the one hand

some important elements of deep convection parameterizations lose their importance when

applied to shallow convection, such as the triggering condition and the downdraft sub-model.

The first has less importance because shallow clouds are much more numerous in a given area

than deep-convection events. Also, since shallow clouds are by definition non-precipitating (or
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nearlyso),theydo notrequireconsiderationof downdraftsthat areformedby theevaporationof

precipitatinghydrometeors.

On theotherhand,therepresentationof shallowcloudsin mesoscalemodelsposessome

problemsthatarenot asrelevantin thedeepconvectioncase.For example,it is importantto call

the parameterizationschememuch more often than the deep-convectionroutines,since the

shallowcloudsinteractrapidly with manyof theotherphysicsof thecalling model,mainly the

land-surface,turbulenceand radiativeparameterizations.

infrequently,theseinteractionsmaybe lost or distorted.

If the shallow convectionis called

Another importantspecialfeatureof

shallowcloudsis thattheyhavemuchsmallerthermodynamicperturbations,comparedwith the

deep-convectioncase. This characteristicmakesthe definition of the initial propertiesof the

updraft parcela very sensitivepart of theparameterization.It also demandsthat updraft and

mixing algorithmsthat haveproven usefulin the parameterizationof deepconvectionbe re-

evaluatedin themoresubtleconditionsoccurringin shallowconvection,wherethebuoyancyor

liquid watercontentof theupdraftmaydiffer only marginallywith respectto theenvironment.

A final specialfeatureof the shallow-convectionschemeis its treatmentof the liquid

water generatedin the updraft. Unlike the Kain-Fritsch deep-convectionscheme,where

detrainedliquid water is fed back immediatelyinto the resolvedwater variables,the shallow

schemeretainsthedetrainedcondensedwaterin sub-gridcloudvariables(areaandwatercontent

of sub-gridneutrallybuoyantclouds,NBCs). Thewatermassof theNBCs is graduallyput back

into theresolved-scalevariablesby meansof mixing andotherparameterizedprocesses.

This sectiondescribesfurther testsandimprovementsof theshallow-convectionscheme,

in additionto thosediscussedin Section3.3.1,aimedat makingit morerobustandusefulin the
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parameterization of shallow convection for mesoscale and climate models. It also validates the

improved scheme against a published data set from a trade-wind shallow convection case.

3.3.2.2 New Features in the Shallow Convection Parameterization

3.3.2.2.1 Parcel Properties

The original shallow scheme defines the thermodynamic properties of the updraft

initiating parcel based on the average properties of the lowest 20% of the planetary boundary

layer (PBL). The starting height of the updraft is defined as the minimum between the PBL

height and the lifting condensation level (LCL) of the initial updraft parcel. The results shown in

this section have been obtained with a simpler definition of the initial parcel properties. The

buoyancy at the top of the PBL is calculated and a given perturbation to this value is assigned to

the parcel, which is also considered to be saturated, but with no liquid water content. The

buoyancy perturbation is a parameter of the scheme, as well as the perturbation of the initial

vertical velocity. As we show later, very small buoyancy perturbations are sufficient to create a

shallow-cloud layer. This new scheme is simpler than the original scheme and concentrates on

the important physical variable (initial buoyancy) more than on a prescribed fraction of the PBL.

Note that this new approach does not imply that the PBL top and cloud layer base are forced to

coincide, since entrainment of dry air can preclude the parcel from producing liquid water near

the updraft's base.

3.3.2.2.2 Updraft Model
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Two problemshave beenfound when applying the Kain-Fritsch cloud model in the

shallow-convectionscheme.Theseproblemsarenot significant for the useof the K-F cloud

modelin thecaseof deep-convectionparameterization,but theybecomeimportantwhenusedin

thecontextof shallowconvection,aswasexplainedin the introduction.

Thecontinuoususeof theshallow-convectionparameterization(i.e., it beingcalledevery

time step)uncoveredthedegreeof discretizationinherentin theoriginal K-F updraftscheme(see

Section3.3.1). The updraftis discretizedon thesamevertical grid layersas in calling model,

whichcanhaveseriousconsequences.For example,in thetimestepwhenthedetrainmentlayer

at the top of the updraft includesan additional layer, the updraft massfluxes can decrease

abruptlyby a significantpercentage(from 100%to 50% in thecasethat thedetrainmentlayer

comprisesinitially one and then two model layers). Thesesuddenjumps in the mass-flux

profilesproducenoise in the time evolution of the shallow-convection tendencies, which makes

interpretation of the results more difficult and precludes attainment of quasi-equilibrium

conditions.

The proposed solution to this discretization problem is to make the updraft algorithm able

to recognize when a given model layer includes a significant transition level. We define four

types of significant transition levels where

.

2.

3.

4

buoyancy changes sign,

liquid water becomes positive,

vertical velocity becomes zero.

mass flux becomes zero.
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Once the algorithm recognizes the existence of a significant transition, it iterates inside the

model layer to find its exact location, and then inserts this height into the updraft vertical layers.

The transitions of types 3 and 4 also define the top of the shallow-could updraft. The logic of the

new algorithm is somewhat more complex than that of the original scheme, but it results in an

updraft that evolves smoothly as the environment and the initial parcel properties gradually

change.

The second problem relates to the small thermodynamic perturbations associated with the

shallow clouds. Figure 3.3.24 is taken from Kain and Fritsch (1990), and it shows the conceptual

scheme used to define the detrainment and entrainment fractions in the original K-F updraft

scheme. The updraft parcel is mixed in different proportions with an environmental parcel. In

the figure the buoyancy of the resulting mixed parcel is plotted against the fraction of

environmental air used. The point of crossover, where the mixed parcel has zero buoyancy with

respect to the environment, is the critical mixing fraction that is used later to define the

entrainment and detrainment rates. The larger the critical mixing fraction is, the larger the

entrainment, and vice-versa.

This conceptual scheme is appealing and has been applied for a long time in the K-F

deep-convection parameterization. Note however how the virtual temperature perturbation of the

updraft in Figure 3.3.24 is rather large, as well as its water content that controls the maximum

virtual cooling of the mixed parcels. In shallow clouds the thermodynamic perturbations are

smaller, as well as the liquid water content, and this mixing algorithm tends to produce

entrainment and detrainment that are mutually exclusive (i.e., all entrainment or all detrainment

in a given layer). In the limit, for example, when the updraft parcel has no liquid water content,
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Figure 3.3.24. Virtual temperature of a parcel resulting from the mixture of updraft and

environmental air (taken from Kain and Fritsch, 1990).

126



the scheme has a flip-flop behavior where full entrainment is diagnosed if the updraft is buoyant

or full detrainment is diagnosed if it is not. Conceptually the applicability of the original K-F

mixing algorithm near cloud base is questionable, since there has been little time for mixing to

take p/ace, so that the buoyancy of mixed parcels may not be very relevant to the definition of

the entrainment and detrainment profiles. Along these lines, the change to the algorithm that we

test here is to alter the definition of the critical mixing fraction in regions near cloud base (which

mainly affects shallow clouds). In these regions the critical mixing fraction is defined solely on

the basis of the buoyancy of the updraft parcel with respect to the environment, using a smooth

function of the form:

Wv,tt -- Tv.nfin

q_.,= ,0 < W., <1
2DTM

(3.4)

where T v,min = T v,env - DTM, T v. is the virtual temperature of the updraft parcel and T _,_n_is

the virtual temperature of the environment.

The actual mixing fraction used in the entrainment/detrainment diagnosis is a weighted

average of the K-F mixing fraction and the new critical mixing fractions, in the form:

z

=e DELZSLIJKF +(1-e DELZS)U£/m

(3.5)
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whereh° KF is the critical mixing fraction diagnosed with the standard KF algorithm. The two

new parameters introduced by this scheme are DTM and DELZ, and are subject to sensitivity

evaluations in the next section.

3.3.2.2.3 Closure

In the results presented here we restrict the scheme to use only the TKE closure algorithm

described in Deng et al. (2002a, 2002b), with no use of the transitional closure regime between

TKE and CAPE closures. This is so because we intend to test the scheme in a purely shallow-

convective situation. Evaluation of the transitional closure algorithm will be performed in future

work.

3.3.2.3 A trade wind boundary layer case

As a reference for the calibration and sensitivity analysis presented later we use a trade

wind boundary layer case described by Siebesma and Cuijpers (1995). They showed

observations and LES results for an undisturbed period of the BOMEX experiment. Figure

3.3.25 shows vertical profiles of mass flux (Panel a), entrainment rate (Panel b) and detrainment

rate (Panel c). The LES results correspond to averages for the last 4 h of a 7-h simulation, and

they report results obtained with two different methods of defining the updrafts. The case is

forced by prescribed subsidence and radiative-cooling profiles, constant humidity advection, and

constant sea-surface temperature. In our model calculations we use the same forcings and the
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Figure 3.3.25. Mass flux profiles for BOMEX trade wind case. a) Mass flux profile,

b) Entrainment rate profile, c) detrainment flux profile. Bold lines are profiles derived from

budgets of observed data, and other two lines are derived from LES results with two methods of

defining updrafts. (taken from Siebesma and Cuijpers, 1995).
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same initial soundings. One of the main conclusions in Siebesma and Cuijpers (1995) is that,

compared to LES results, current mass-flux parameterization schemes appear to underestimate

the mixing between updrafts and environment by an order of magnitude.

3.3.2.4 Parameter Sensitivities

The parameter sensitivities described in this section are based on an experiment called

Case 08, the parameters for which are shown in Table 1.

Table 1. Parameter values used in the basic sensitivity cases Case 08 and Case 10.

Parameter Case08 Case 10

DTVI 0.10 0.05

ENTPAR 0.15

CLOSVAL 20

DELZS 300

DTM 0.20

DIFFK 0.00001

0.10

20

5OO

0.25

0.00005

Figure 3.3.26 shows sensitivities of the new scheme to DTVI, the initial buoyancy

perturbation of the updraft parcel (panels a, b, and c), and to ENTPAR, the entrainment

parameter defined by the K-F standard scheme (panels d, e, and f). The vertical profiles shown

correspond to 4-hour averages for mass fluxes (left panels), entrainment rates (center panels),

and detrainment rates (fight panels).
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Figure 3.3.26. Sensitivity of new shallow convection scheme to initial parcel buoyancy

perturbation DTVI (upper panels) and KF entrainment parameter ENTPAR (lower panels), a and

d) are mass flux profiles, b and e are entrainment rate profiles, c and f) are detrainment rate
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The sensitivities for DTVI include initial parcels that are negatively buoyant (DTVI=-0.2

K), neutrally buoyant (DTVI=0.0 K), and positively buoyant (DTVI=+0.2 K). The negatively

buoyant initial parcels produce a shallower updraft layer and weak mass flux profiles dominated

entirely by detrainment. The other two cases show similar mass flux profiles, except for larger

entrainment rates near the updraft base in the case of the buoyant initial parcel. As the initial

buoyancy increases, the mass flux near the base increases and the base height itself decreases,

possibly due to the effect of the induced subsidence on the boundary layer growth.

Sensitivity of the new scheme to the K-F entrainment parameter is shown in the bottom

three panels of Figure 3.3.26. Here, as ENTPAR increases from 0.03 m/Pa (the default value in

K-F) to 0.20 m/Pa the entrainment and detrainment fluxes increase considerably. The case with

lower entrainment also produces a deeper updraft.

The three upper panels of Figure 3.3.27 show the sensitivity of flux profiles for changes

in the closure parameter, CLOSVAL. This parameter controls the magnitude of the mass flux at

the updraft base when the TKE closure assumption is used. Panel a) clearly shows the influence

of this parameter on the base mass flux. Increased cloud-base mass flux produces entrainment

and detrainment profiles consistently larger, although the updraft top is not very sensitive to this

parameter. The updraft base, however, decreases as the mass flux increases.

The three lower panels in Figure 3.3.27 show the sensitivity of the scheme to DELZ, the

scale height that controls the relative importance of the original K-F mixing fraction and the new

definition of the critical mixing fraction (see section 3.3.2.2.2). This parameter greatly

influences the entrainment/detrainment ratio in the middle levels of the updraft, where the new

buoyancy-based critical mixing fraction tends to increase the magnitude of the entrainment and
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Figure 3.3.27. Sensitivity of new shallow convection scheme to closure parameter CLOSVAL

(upper panels) and height scale DELZS (variables in lower panels are defined as in Figure
3.3.26).
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decrease the detrainment. As a result the updraft layer is deeper and the detrainment increases in

the updraft top layers.

Figure 3.3.28 shows sensitivities of the new scheme to the parameter DTM. This

parameter controls the smoothness of the buoyancy transition. As DTM decreases the transition

becomes steeper and the critical mixing fraction jumps faster from 0.0 to 1.0 (see Section

3.3.2.2.2). Panel a) in the figure now shows the average cloud-area fraction calculated for three

values of DTM. Panels b) and c) show mean entrainment and detrainment rates profiles,

respectively. Panels d), e), and f) show the standard deviation of the corresponding profiles for

the same 4-h period in which the averages where performed. It is hard to find a systematic

sensitivity in the mean profiles, but the influence of this parameter in the standard deviation is

noticeable. In fact, as DTM becomes smaller the variability of the mass flux profiles increases

significantly. This variability represents the abrupt changes from which the diagnosed updraft

suffers on a time-step-to-time-step basis, as the buoyancy of the updraft parcel changes slightly.

Note that the variability in the cloud-area fraction profile (note shown) does not change

significantly, because it can be considered as a time integrated variable of the NBC, rather than

an instantaneous function of the updraft characteristics.

3.3.2.5 Validation and Physical Sensitivities

Based on the sensitivities shown previously, a suitable set of parameters was selected that

produces mass flux profiles and cloud area fractions that resemble those presented by Siebesma

and Cuijpers (1995). This set of parameters is shown in Table 1 in the column labeled Case 10.

For this case we performed sensitivity analyses with respect to changes in the prescribed
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forcings. We report here sensitivities due to the specification of the subsidence profile and the

sea-surface temperature.

The three upper panels of Figure 3.3.29 show changes in the vertical profiles of cloud

area, entrainment rates and detrainment rates when the subsidence profile of the basic case (Case

8) is multiplied by a constant factor of 0.5, 1.0, and 2.0. For increased subsidence the updraft top

is lower and the updraft layer becomes shallower. Cloud cover and mass fluxes close to the

updraft top are greatly affected by changes in the subsidence, but are not affected so much near

updraft base.

The three lower panels of the same figure show sensitivities to sea-surface temperatures

that vary -1, 0 or +1 K with respect to the basic case (Case 8). Larger sea-surface temperatures

increase cloud area fractions, updraft depth and entrainment and detrainment fluxes.

We finally illustrate in Figure 3.3.30 the effects of the shallow-convection scheme on the

thermodynamic sounding of the environmental column. Panel a) is the initial Skew-T sounding

for Case 10. Panel b) shows the sounding after seven hours when the shallow-convection

scheme was not used, and Panel c) is the corresponding 7-h sounding when the shallow

convection scheme was active. Among the several effects of the shallow-convection scheme on

the thermodynamic profile we can mention: (I) shallow convection precludes the top of the

boundary layer of becoming saturated, (2) the cloud layer becomes more humid, especially in its

upper part, (3) the trade-wind inversion at the top of the cloud layer is more highly intensified

(larger temperature gradient) when using the shallow-convection scheme, and 4) the top of the

mixed layer develops a small temperature inversion. All of these effects appear physically

realistic and consistent with the conceptual understanding of the trade-wind boundary layer. In

the case that did not use the shallow convection parameterization, the top of the PBL becomes
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shallow-convection parameterization.
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fully saturated (stratus development), even though the 1.5-order TKE-predicting turbulence

scheme has been corrected for the effects of saturation on the buoyancy production of TKE.

3.3.2.6 Conclusions

We have described here several improvements to the PSU shallow-convection scheme

that make it more robust for its use in mesoscale models. The changes are demanded by the

special features of shallow convection, especially because of the more subtle thermodynamic

perturbations associated with shallow clouds that require more frequent use of the

parameterization. The improvements have been made mainly in the Kain-Fritsch updraft

algorithm that also is used in the shallow-convection parameterization.

Use of the improved scheme in the modeling of a trade-wind boundary layer case shows

that the entrainment parameter of the K-F updraft model may be significantly smaller than

required to reproduce the characteristics of observed and LES-derived mass flux profiles, as

presented in Siebesma and Cuijpers (1995). This conclusion is consistent with that reported by

the authors of the same paper. Moreover, with the correction of the entrainment parameter, the

new shallow-convection scheme appears to perform reasonably well for reproducing the mass

flux profiles, while showing physically realistic sensitivities to its important parameters and to

changes in the prescribed forcings.

A final point of discussion concerns the shape of the detrainment profile obtained with

the shallow-convection parameterization. Generally, it proved difficult to produce detrainment

profiles that had maximum values close to cloud base and decreased with height, as it is typically

the case in observed or LES-simulated shallow-cloud layers. In most of the results presented
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herethedetrainmentprofiles havea tendencyto beuniform or increasewith height. That is, the

detrainmentprofile tendsto peakin theaptlynameddetrainmentlayer at thetop of theupdraft.

This appearsto bea consistentshortcomingof manyone-cloudconvectionschemes.However,

it is interestingto note that in Panelc of Figure 3.3.28,the detrainmentprofile obtainedwith

DTM=0.05 K hasa shapethat indeedtendsto decreasewith height. As discussedin Section

3.3.2.4,a small value of DTM correspondsto a more intermittentupdraft. This observation

immediately suggeststhat a possible way of improving the performanceof a one-cloud

convectionschemelike this maybeto addanadditionaldegreeof variability to thepropertiesof

the initial updraftparcelon successivetime stepsby changingits buoyancy,vertical velocity or

massflux accordingto aprescribeddistributionfunction. The diagnosedupdraftsonsuccessive

time stepswould then show "noise", but this will be controlled by known and physically

consistentcauses,morethanby numericalor algorithmicreasons.Overa numberof time steps,

the resultingforcing of the environmentby theshallowconvectionwould havetheeffect of an

ensembleof shallow-cloudsizeswithout havingto calculatetheeffectof theentireensembleat

everytimestep. This approachcouldbecomputationallysimpleandefficient, andhenceit may

be beneficial for the representationof the overall processof shallow convection. Further

investigationsalongthis linewill bepursuedin thefuture.
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4. EXPERIMENTATION IN THE 3-D MM5

4.1 TKE-Predicting Turbulence Scheme in the 3-D MM5

4.1.1. Introductory Remarks

One area that is often overlooked in numerical weather prediction is proper

treatment of turbulence in a saturated environment. The Blackadar planetary boundary layer

(PBL) scheme (Grell et al. 1994, Zhang and Anthes 1982), for example, often produces dry-

adiabatic or other absolutely unstable profiles in saturated layers. Although moist corrections for

the vertical diffusion in cloudy layers have been added to the Richardson number (which appears

in the computation of the mixing coefficient within the scheme), these problems have persisted

and still occur quite regularly. This section presents some important considerations for

representing atmospheric turbulence in layers saturated with respect to liquid or ice.

4.1.2 The TKE-Predicting Sub-Model for Turbulence

The 1.5-order turbulence sub-model that has been developed at Penn State (Gayno 1994,

Gayno et al. 1994, Shafran et al. 2000) is now an option in version 3 of the MM5. The original

version of this scheme, also known as the Gayno-Seaman scheme, is based on the work of

Musson-Genon (1987) and Ballard et al. (1991). Although the scheme also contains a subgrid

fog parameterization, it will not be discussed here and it is not included in the V3 release. The
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fog module is still under development and will be included in a future release of the PSU TKE

sub-model.

Although TKE-based schemes are often called PBL schemes, they are actually turbulence

parameterizations for the entire atmosphere.

Yamada 1974, Yamada 1977) includes a

The so-called "l.5-order closure" (Mellor and

prognostic second-order equation for only the

momentum variance, or the turbulent kinetic energy (TKE). It has been shown that 1.5-order

schemes are reasonably accurate and more computationally efficient than the complete second

order schemes. The remainder of this section presents some special considerations for

representing turbulent and microphysical processes in saturated layers, including important

improvements to the scheme beyond that described in Shafran et al. (2000).

4.1.2.1 The TKE Equation

As described in Shafran et al. (2000), a prognostic equation for TKE, comprised of

source and sink terms due to buoyancy, shear, transport and dissipation, is integrated forward in

time, along with the other mixing variables. (We have recently included the advection of TKE,

which may be important for accurate simulation of the PBL on fine grids in transition zones

between land and water, dry land and moist land, etc.) The vertical mixing coefficients are

proportional to the predicted TKE profiles in time and space. The mixed-layer height is also

diagnosed from the TKE profiles using minimum TKE threshold conditions.

4.1.2.2. The Conservative Mixing Variables
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At the beginning of an advection time step, the surface fluxes are computed using the

same Monin-Obukhov similarity parameterization (Slab) used in the Blackadar scheme and

described by Zhang and Anthes (1982). The MM5 temperature and moisture fields are then

transformed into variables that are conservative during condensation and evaporation processes.

The TKE sub-model converts the potential temperature(O), vapor mixing ratio (qv)and liquid

water mixing ratio (qt)into liquid water potential temperature (Or)and total water mixing ratio

(q,), following Betts (1973) and given by

a t = O- OL_'_qI (4.1)

T cp

qt = qv + ql , (4.2)

where T is temperature, Lt_is the latent heat of vaporization, and %is the specific heat at

constant pressure. The mixing is then performed on the liquid water potential temperature and

total water mixing ratio, and these fields are converted back to the native MM5 variables at the

end of the time step

Although the vertical mixing of conservative variables helps to reduce the occurrence of

unrealistic thermal profiles in saturated layers, moist-adiabatic cloud layers are still not assured.

We realized that the buoyancy production term within the TKE equation was based on the

standard eddy-diffusivity formulation for the virtual potential temperature flux. This

formulation, however, is only valid in a cloud-free environment. If a model uses this formulation

when a dry-adiabatic layer first saturates, the virtual potential temperature gradient will be close
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to zero and produce no additional source of TKE to increase the eddy diffusivity and mix the

dry-adiabatic profile towards a moist-adiabatic profile.

4.1.2.3 Improvements for Saturated Layers

The equation for TKE in turbulent flow includes a buoyant production/destruction term

given by

g "'_" (4.3)8e= vW

where g is gravity, Or is virtual potential temperature, and w'O' is the buoyancy flux. When
V

buoyant production (BP) is positive it produces TKE and when it is negative it is a sink of TKE.

Although it is possible to compute BP using an eddy diffusivity formulation for the flux,

w'Ov = -K OOv , (4.4)
Oz

o v is not a conservative variable in saturated conditions. Thus, this eddy diffusivity formulation

for the buoyancy flux is not generally valid. To obtain a general expression for buoyancy flux,

we can use the definition of 0v , and relate it to the conservative variables given in (4.1) and

(4.2). Following Deardorff (1976),

w'Ov = A w'Oi + B w'q; (4.5)
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where all variables are as defined above, and A and B are functions of the basic thermodynamic

variables. We can then re-write (4.5) using eddy diffusivity K as

wOv = -KA - KB .
oZ clZ

(4.6)

Note that (4.6) is equivalent to (4.4) for unsaturated conditions, but for these "dry" conditions

there are different functions for A and B.

Because the TKE is often defined at the boundaries of the grid volumes where the

temperature and moisture fields are defined, a problem occurs when computing the buoyancy

production at a vertical boundary between saturated and unsaturated air. Neither the saturated or

unsaturated formulation for buoyant production of TKE is strictly correct in this boundary region

(e.g., Sommeria and Deardorff 1977, Munoz et al. 2000). For the purpose of this study we

simply use the unsaturated formulation in the boundary zones.

We also re-formulated the dissipation of TKE used by Ballard et al. (1991) to include

moist effects in the stability parameter, N 2, the Brunt-Vaisala frequency, in saturated layers.

The computation of the Blackadar length scale used in the dissipation was also re-designed to

better represent the vertical turbulent scales in saturated and unsaturated layers, based on the

predicted TKE profile and local minima.

We have benchmarked this TKE sub-model and saturation effects on turbulence against

that of Duynkerke and Driedonks (1987) for two cloud-topped PBL cases. One case was forced

by only surface buoyancy fluxes while the other case was forced by radiative forcing at the top

of the cloud. The 1-D MM5 results compared favorably with their one-dimensional results (not
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shown). In this section we extend our work to three dimensions to demonstrate the importance

of saturation effects on turbulence within a mesoscale model.

Another limitation of the original version of the TKE sub-model described by Shafran et

al. (2000) is that cloud ice cannot be treated properly using liquid water potential temperature

and total water defined by (4.1) and (4.2). Therefore, we have recently replaced the liquid water

potential temperature variable in the scheme by an ice-liquid water potential temperature 8,t, as

described by Tripoli and Cotton (1981),

Oit = 0[1- Ltvqt /-_ q---/ ] (4.7)
cp max(T,253) cp max(T,253)-

where all symbols are as above, qi is the cloud ice mixing ratio, /_v is the latent heat for ice-

vapor phase changes, and the max(T,253) is an empirical correction which improves diagnosis of

0 from 8,t at temperatures colder than 253 K. The total water mixing ratio, modified to include

the cloud ice mixing ratio q,, is given by

q, = qv +ql +qi" (4.8)

Since an equilibrium condition cannot be assumed for the ice phase, an additional mixing

variable was needed for the transformation of total water mixing ratio back to the native MM5

moisture variables. Currently, the TKE submodel only allows "simple ice" (no mixed phase)

microphysics, and a mixing equation for the cloud liquid/ice is included in the scheme, in
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addition to the one for the total water defined by (4.8). The vapor mixing ratio is computed as a

residual by subtracting the cloud liquid/ice mixing ratio from the total water mixing ratio.

Additional work has focused on making the TKE sub-model more robust, as well as more

efficient. The counter-gradient terms for the TKE flux proposed by Ballard et al. 1991 were

found to be a source of numerical instability. These correction terms were designed to account

for the counter-gradient TKE flux observed in the lower third of the convective PBL. However,

after several failed attempts to make these terms numerically stable, we have decided to remove

them from the TKE flux formulation. These counter-gradient correction terms to the TKE flux,

which are often ignored in other TKE formulations (e.g., Musson-Genon 1987), did not appear to

have any significant positive effect on the model solutions.

An improved algorithm to define a smaller time step within the TKE sub-model to assure

numerical stability has also been implemented. The surface-layer (lowest model layer) equations

are solved explicitly while all layers above the surface layer are solved implicitly. Thus the most

restrictive numerical stability criterion for the surface-layer diffusive equation for each north-

south "j-slice" is used to determine the sub-model time step for that slice. This allows shallower

surface layers to be used without needing to reduce the advection time step used to integrate the

rest of the model equations.

4.1.3. Results with the Improved TKE Formulations for Saturation

We have benchmarked this new version of the TKE sub-model against that of Duynkerke

and Driedonks (1987) for two cloud-topped PBL cases using the 1-D MM5. One case was

forced by only surface buoyancy fluxes while the other case was forced by radiative forcing at

146



the top of the cloud. The resultscomparedfavorablywith thosepublishedby Duynkerkeand

Driedonks(1987). Resultsfrom thesepreliminaryevaluationsarenotshownin thisreport.

An examplefrom a 3-D MM5 simulationusingthe improved formulation for in-cloud

turbulenceis shownin Figure 4.1.1, which showscloud water mixing ratio and TKE for a

verticalcrosssectionfrom SanClementeto PointMagu,off thewestcoastof theU.S. in August

of 1993. The marine stratuslayer shown in Figure 4.1.1.a is associatedwith a region of

enhancedTKE in Figure 4.1.lb. The larger in-cloud turbulence(comparedto a similar

experimentwithout the improved formulation, not shown)producesgreaterin-cloud mixing

whichaffectstheamountanddistributionof thegrid-resolvedcloud,which in turn interactswith

thePBL via theradiativeflux divergencenearthetopof thecloud.

MM5 resultsusingtheBlackadarPBL arecomparedwith thoseusingthe newTKE sub-

model for a soundinglocationmidway along this crosssection(Figure 4.1.2). Both model

simulationsusedidentical initial conditions and boundaryconditions. The BlackadarPBL

solution(Figure4.1.2a)showsanabsolutelyunstableprofile nearthe baseof thecloudy region

within thePBL, while theTKE simulation(Figure4.1.2b)showsamorerealisticmoist-adiabatic

profile throughthecloudlayerasexpected.

4.1.4. Discussion

Significant errors can occur in model simulations which do not properly account for

turbulence in saturated layers. The PSU TKE-predicting sub-model for turbulence, now

available in MM5V3, has been reformulated and used to demonstrate the sensitivity of the model
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Figure 4.1.1. 3-D MM5 TKE-sub-model simulation for a vertical cross section from San

Clemente to Point Magu, California, off the west coast of the U.S., at 6 h (0600

UTC 25 August 1993). (a) cloud-water mixing ratio (contour interval of 0.05

g kg l) and (b) TKE (contour interval of 0.1 J kg-1).
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Figure 4.1.1 (Continued)
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Figure 4.1.2. MM5 simulated sounding located midway along the cross section shown in

Figure 4.1.1 at 6 h (0600 UTC 25 August 1993) using (a) Blackadar PBL and

(b) PSU TKE sub-model.
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solution to proper treatment of in-cloud turbulence, and its complex interaction with the moist

microphysics and radiative forcing associated with a saturated layer. The recent improvements

to the scheme, beyond that described in Shafran et al. (2000), include better representation of

buoyant production and dissipation of TKE in saturated layers, including layers saturated with

respect to ice. The mixing of ice-liquid potential temperature, total water mixing ratio and cloud

water/ice mixing ratio conserves water mass and energy during vapor-liquid-ice phase changes.

In a future release, the TKE sub-model will be adapted to mixed-phase microphysics,

where the sum of the vapor and cloud liquid mixing ratios will be computed as a residual from

the total water mixing ratio minus the cloud ice mixing ratio. The individual vapor and cloud

liquid mixing ratios will then be recovered using an equilibrium assumption.

4.2 Shallow Convection in the 3-D MM5

4.2.1 Introductory Remarks

Shallow clouds exert strong influences on the radiation budget of the earth-atmospheric

system. They also play an important dynamic role in the transport of heat and moisture from the

well-mixed planetary boundary layer to the free troposphere. In addition, by modifying the

thermal and moisture structure of their environment, shallow clouds may affect the onset of deep

convection and the subsequent development of mesoscale circulations. Furthermore, convective

clouds may have strong influences on air pollution by causing boundary layer pollutants to be

vented into higher levels, by altering chemical reaction rates through aqueous processes, and by

151



strongly affecting the actinic radiation flux. It is important that the influences of shallow clouds

are included in the numerical models. However, most 3-D meteorological models used for air-

quality and other mesoscale applications have treated shallow convective processes in inadequate

ways. Often, shallow convection is represented as a simple mixing process, with cloud fraction

diagnosed directly from the environmental relative humidity. While this approach is fairly

reliable for global models, it is not accurate for regional models, especially for the applications

associated with air-quality studies which require more detailed information on cloud properties

such as cloud-base mass flux, number of clouds, cloud depth, entrainment and detrainment

profiles.

In order to more accurately represent the effects of shallow clouds in mesoscale

numerical models, a shallow-convection parameterization scheme has been developed at Penn

State University (PSU). The scheme is closely associated with boundary layer turbulent

processes and can transition to either a deep convection scheme (Kain-Fritsch) in convectively

unstable environments or to an explicit moisture scheme in moist stable environments. The

scheme's closure assumption uses a hybrid formulation based on boundary layer turbulent

kinetic energy (TKE) and convective available potential energy (CAPE), while its convective

trigger is primarily a function of boundary layer TKE. The scheme determines updraft

characteristics using the vertical velocity calculated from the parcel buoyancy equation for

entraining/detraining convective clouds. Using the updraft detrainment profile as a source term,

neutrally buoyant cloud (NBC) is predicted by two governing equations (one for cloud fraction

and one for liquid water content), with dissipation processes including precipitation, horizontal

and vertical turbulent mixing, ice settling and cloud-top entrainment instability. A detailed
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descriptionof theshallow-convectionschemeis givenin Denget al. (2002a)andin Section2 of

thisreport.

Following earlier evaluationsin a 1-D versionof the PennState/NCARMM5 model

(Deng et al. 2002b), the shallow-convectionschemehas been installed and testedagainst

observeddatasetsin marine environments in the 3-D MM5 (Deng et al. 2000). The evaluations

over the mid-Atlantic convective environment using the observational data from the ASTEX has

shown that the scheme is able to reproduce the shallow fog-stratus of mid-latitudes and the

subtropical trade-cumulus environment over the ocean (Deng, et al. 2000). This section of the

final report focuses on evaluating the shallow-convection scheme in a continental stratocumulus

environment over the Southern Great Plains (SGP) region.

4.2.2 Model Description

Version MM5v3 of the 3-D non-hydrostatic Penn State/National Center for Atmospheric

Research (PSU/NCAR) mesoscale model is used for these experiments. The model is configured

with the PSU shallow-convection parameterization and the 1.5-order turbulence sub-model that

includes saturation effects in the prediction of turbulent kinetic energy (TKE) (Stauffer et al.

1999, Shafran et al. 2000). The turbulence scheme also is used to determine the planetary

boundary layer (PBL) depth. Additional model physics include an explicit moisture scheme that

predicts resolved-scale cloud and precipitation processes for water and ice (Dudhia 1989). For

radiation, a two-stream broad-band atmospheric radiation scheme that calculates radiation fluxes

in the column (Dudhia 1989) is used. As explained in Section 2, use of the shallow-convection

scheme requires the column radiation subroutine to be called three times at a given time step
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(every 15 minutes)to accountfor sub-gridportionsof thecolumn havingclear or cloudy air.

This is intended to calculate the radiative fluxes more accurately by considering partial

cloudinessin thegrid column.

For theseexperiments,theMM5 wasconfiguredwith nesteddomainsof 108-kin(37x43

grid points)and 36-km(73x73grid points),bothcenteredat 35°N and 100°W. Vertically, we

used30 vertical layers,with 80-m layers from the surface to about 1400 m AGL. The layer

thickness gradually increased above this height. The top of the model's reference-state pressure

field was fixed at 100 hPa. Initial and boundary conditions were specified from NCEP global

spectral model analysis enhanced by surface and rawinsonde data.

4.2.3 Methodology and Case Description

In this part of the study, we chose the case of 12-13 April 1997. Figure 4.2.1 shows

MM5 initial sea-level pressure (hPa) at 1200 UTC, 12 April 1997 on the 36-km domain. Figure

4.2.2 shows a visible satellite image of stratocumulus clouds over the Southern Great Plains

(SGP) region at 1709UTC, 12 April, centered on the ARM-CART central facility (36.61°N,

97.49°W). The entire domain of the satellite image covers the rectangular region in Fig. 4.2.1.

A strong cold front had passed the central facility around 0000UTC, 11 April, bringing north-

northwesterly winds and sharply falling temperatures. By early morning, at 1200 UTC, the

surface temperature dropped from ~20 °C on the previous afternoon to -3 °C at the central

facility, and post-frontal stratus clouds covered the region. Cold advection and north-
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Figure 4.2.1. Analysis of sea-level pressure (hPa) at 0000 UTC, 12 April 1997 on the 36-km

domain. The rectangular area over Kansas-Oklahoma region corresponds to the area covered by

the observed satellite image in Fig. 4.2.2. Dashed line in the rectangular area shows the location

for the cross sections in Fig. 4.2.6. The open circle on the dashed line indicates the location

where vertical profiles in Fig. 4.2.7 are created.
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Figure 4.2.2. Visible satellite image at 1709 UTC, 12 April 1997, showing widespread
stratocumulus clouds over the Kansas-Oklahoma region, and decreasing cloud cover towards the

southwest.
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northwesterly winds prevailed over the site through the next 36 h as high surface pressures were

established over KS and OK. Following sunrise, heating of the surface led to the growth of the

PBL and lifting of the cloud base. Extensive stratocumulus clouds evolved during the period in

response to the diurnal heating cycle and boundary layer forcing. Figure 4.2.3 shows the

observed cloud base, cloud top and PBL depth at the central facility, measured using a laser

ceilometer, micropulse lidar and 35-GHz cloud radar. The cloud layer was initially very low,

then gradually lifted as the boundary layer grew. As dry air was entrained from above into the

growing PBL, the clouds changed from initial low stratus to broken stratocumulus clouds that

extended across most of the region. These stratus and stratocumulus clouds accompanying the

cold-air outbreak (Fig. 4.2.2) persisted through the day (12 April) and then dissipated near sunset

as the surface heat flux became negative and a stable boundary layer replaced the daytime

turbulent mixed layer.
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Figure 4.2.3. Observed cloud base (dots, m), cloud top (crosses, m) and mixed-layer depth

(open circles, m) from 1200UTC, 12 April to 1200 UTC, 13 April 1997, at the Southern Great

Plains ARM-CART central facility (36.61 °N, 97.49°W).
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To demonstrate the performance of the PSU shallow-convection scheme, we focus on the

36-km domain and conduct two 3-D experiments on this domain. The first (Exp. 4.2.1)

experiment is run without the shallow-convection sub-model, so that all clouds must be

represented on the resolved scale using MM5's explicit microphysics scheme (in this case a

simple water/ice parameterization is used). The second (Exp. 4.2.2) experiment adds the

shallow-convection sub-model, so that the sub-grid scale distribution of fractional cloud area and

water/ice content are predicted. Both experiments are initialized at 0000UTC, 12 April and run

for 24 hours. Simulated results are discussed in the following section.

4.2.4 Results for the Stratocumulus Case

The following discussions will focus on results after sunrise between 1200 UTC, 12 April

and 0000 UTC, 13 April on the 36-km domain. Figure 4.2.4a and 4.2.4b show the resolved scale

liquid water content (scaled by 10000) of low clouds in Exp. 4.2.1 at 1800 UTC (local noon) and

2100 UTC (mid-afternoon), respectively. The first contour, 0.005 g kg l gives the approximate

outline of the low stratus for Exp. 4.2.1. Since there is no mechanism in Exp. 4.2.1 for

producing partial cloudiness, Fig. 4.2.4a and 4.2.4b show solid stratus clouds with low water

content across northern KS, but virtually no clouds over OK. That is, there are only two options:

completely cloudy or completely clear. While the model captures the general observed trend of

less cloudiness to the south and more to the north over the SGP, the true character of this case

cannot be represented in the model (without a shallow-convection parameterization).
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Figure 4.2.4. MM5-predicted liquid/ice water content (g kg z) of explicit cloud (scaled by

10000) at 1 km AGL in Exp. 4.2.1: a). 1800 UTC. b). 2100 UTC, 12 April 1997. Contour

interval is 0.005 g kg 1. Rectangular area corresponds to the area covered by the satellite image

in Fig. 4.2.2.
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Next, Fig. 4.2.5a and 4.2.5b give the fractional cloud area (%) for low clouds predicted in

Exp. 4.2.2, with the PSU shallow-convection scheme, at 1800 UTC and 2100 UTC, 12 April

1997. Contour interval is 10%. Comparing Figs. 4.2.4 and 4.2.5, we find that the difference is

dramatic. Both experiments show 100% cloud cover in northeastern KS gradually trending

toward fewer clouds to the south, with clear skies over central TX (beginning at the southwest

comer of the box indicating the domain of the satellite image in Fig. 4.2.2). Comparison with

Fig. 4.2.2 confirms that this pattern is correct. Although Fig. 4.2.5b is valid about 4 hours after

the satellite picture, it shows that the model generates the strongest gradient in the cloud fraction

over the central part of the verification region.
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Figure 4.2.5. MM5-predicted fractional cloud area (%) for low clouds in Exp. 4.2.2: a). 1800

UTC. b). 2100 UTC, 12 April 1997. Contour interval is 10%. Rectangular area corresponds to

the area covered by the satellite image in Fig. 4.2.2.
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In order to examine the evolution of the 3-D cloud fields, we make a northwest-southeast

cross section along the dashed line in the box covered by the satellite picture. Figure 4.2.6a, b, c

and d show the cross sections of fractional cloud area (%) in Exp. 4.2.2 at 1500UTC, 1800UTC,

2100UTC, 12 April and 0000UTC, 13 April, respectively. Initially at 1500UTC (shortly after

sunrise, Fig. 4.2.6a), solid stratus dominates the entire region. By 1800UTC (local noon) the

stratus layer has broken and the cloud layer has risen significantly. This is consistent with the

observation shown in Fig. 4.2.3. The maximum cloud fraction is less than 50%. By mid-

afternoon (Fig. 4.2.6c), as updrafts continue to detrain their mass into their environment to form

NBC, the maximum cloud fraction gradually increased to 85-90% that is consistent with the

observed stratocumulus clouds in the satellite images shown in Fig. 4.2.2. Around sunset at

0000 UTC, 13 April, stratocumulus clouds start to dissipate, and eventually disappear over the

entire region as the PBL collapses.
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Figure 4.2.6. MM5 north-south cross section of predicted fractional cloud area (%) versus

pressure (hPa) in Exp. 4.2.2 along the dashed line in Figure 4.2.1: a). 1500UTC, b) 1800UTC, c)

2100 UTC, 12 April 1997,d) 0000 UTC, 13 April 1997. Contour interval is 10%. Dashed curve

is the MM5 predicted PBL depth.
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The behavior of the shallow-convection scheme is further examined by looking at vertical

profiles of cloud fraction and cloud water calculated using a prognostic scheme (Deng et al.

2002a). Figure 4.2.7a shows the vertical profile of cloud fraction at location on the cross section

described above (shown as open circle on the dashed line in Fig. 4.2.1) at 1800 UTC. At this

time the maximum NBC fraction is about 50% although the environment relative humidity is

about 90%, with cloud top at 1570m and LCL at 634m. It is also shown in this figure that the

fraction of updraft is only less than 5%. In the vertical profile of cloud water/ice content (Fig.

4.2.7b) at this time, the maximum cloud water content in the updraft is about 0.9 g kg "_ (shown

as L u ), while the water/ice content in t-he NBC is less than 0.01 g kg _ shown as L c ). These

values are expected in this type of cold-season stratocumulus clouds.

4.2.5 Discussion

The PSU shallow-convection scheme has been tested in a stratocumulus environment

over the Southern Great Plains (SGP) region during a case of 12-13 April 1997. Comparison

between simulations with and without the shallow-convection scheme was performed. With the

shallow-convection scheme, the MM5 model was able to reproduce the observed characteristics

of the stratocumulus environment over land. The simulated results including the cloud fraction,

cloud water/ice content were generally consistent with the observations from the field

experiments (including radar and satellite imageries).
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Figure 4.2.7 MM5 predicted cloud vertical profiles in Exp. 4.2.2 at 1800 UTC, 12 April 1997

at location marked by an open circle on the dashed line in Fig. 4.2.1. a). Cloud fraction (%) and

resolved-scale relative humidity (%), b). Cloud water/ice content (g kgl).
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4.3 PLACE and Shallow Convection in the 3-D MM5

4.3.1 Overview of the System

The basis of the MM5-PLACE development at Penn State is version 3 of the MM5

modeling system (Dudhia 1993, Grell et al. 1994). This version has the capability of using the

Oregon State University (OSU) land-surface model, so that its preprocessor programs can

produce several types of data that are required by PLACE or other complex land-surface models.

The implementation of PLACE into MM5 has been designed so as to minimize the number of

changes necessary in the standard public-release version of the MM5 modeling system. The

input data that are specific to PLACE are ingested through an input file with the same data

format as the standard MM5 input files, but which has appended all required PLACE variables.

For example, these variables include the initial soil moisture and temperature fields that come

from the offline version of PLACE described in Section 3.2.

When PLACE is not used, the simpler Blackadar force-restore Slab model (Zhang and

Anthes 1982) is used to predict ground temperature. In the Slab land-surface model, the ground

temperature of a thin "slab" representing both soil and vegetation effects changes in time

according to a surface energy balance. This predictive ground-temperature equation accounts for

differences in surface characteristics (e.g., roughness, albedo, moisture availability) as

represented through a lookup table based on climatology, and the cloud and radiation effects

computed by the MM5 explicit moisture and column radiation submodels. The surface moisture

availability is specified at each grid cell and it does not change with time as the soil moisture
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contentprofile doesin PLACE. Thus,thesurfacemoisturein slabdoesnotrespondto model-

predictedprecipitationor the lack thereofasit doesin PLACE.

The3-DMM5 systemis usedin thissectionto investigatetheinteractionsbetween

surfaceprocesses,theboundarylayerandshallowclouds. In additionto thePLACE land-

surfacemodel,studyof theseinteractionsdependson two additionalphysicalparameterizations:

thePennState1.5-OrderTKE turbulencescheme(Staufferet al. 1999,Shafranet al.2000),and

thePennStateshallow-convectionparameterizationdevelopedbyDenget al. (2002a).TheTKE

schemeandtheimprovementsintroducedduringthis studyweredescribedin Section4.1. The

shallow-convectionschemewasdescribedfully in Section2, andimprovementsto theoriginal

schemedevelopedunderthisprojectweredescribedin detail in Section3.3.

Theshallow-convectiveschemecanbeconsideredanextensionof theKain-Fritsch(K-F)

deep-convectiveparameterization,for casesof non-precipitatingclouds.Theshallow-

convectionschemeconsiderstheeffectsof sub-gridcloudsthataretooshallowto activatethe

standardK-F scheme.Shallowcloudsaretriggeredwhenparcelshavingthermodynamic

propertiesdefinedin thenear-surfacelayersareableto reachtheir lifting condensationlevel.

Theclosurealgorithmthatdeterminesthemagnitudeof thecloud-basemassflux distinguishes

betweenashallow,ahybrid, andadeepconvectionregime. In thepurelyshallowregimethe

massflux is relatedto theTKE in theboundarylayer(BL). In thedeepconvectionregimethe

CAPE-removalclosureof K-F is adopted,while in thehybridregimean interpolationbetween

thetwo extremeregimesis used.Thecloudmodelusedto calculatethecloud-environment

interactionis similar to theoneusedin K-F. Finally, the shallow-convection scheme allows for

sub-grid cloud water to be detrained from the active updrafts computed by the cloud model into

sub-grid neutrally buoyant clouds (NBCs). Prognostic equations for the evolution of the sub-grid
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NBCwatercontentandcloudfractionaresolved.Theseequationsincludetheeffectsof

evaporation,turbulentmixing, drizzle,etc. Thesesub-gridcloudfields in turnarealso

consideredby theradiativeparameterizationandthereforecanaffect theenergyinput atthe

surface.

4.3.2 Case Description

In this section we show the results from the coupled MM5v3-PLACE with shallow

convection for the day of 6 July 1997, focusing on the Central Great Plains region. Figure 4.3.1

shows the sea-level pressure analysis at the initial time (12 UTC) on the 36-km MM5 domain.

Synoptic pressure gradients over the Central Plains were weak on this day, with a trough

extending from the Great Lakes to northeastern Kansas. Through the night deep convection

developed over northeastern Texas and spread into southeastern Oklahoma during the day. The

rest of Oklahoma developed a field of shallow convection on 6 July with no precipitation. This

spatial gradient of convective conditions represents an interesting and challenging environment

for testing and improving the parameterizations used in this work.

4.3.3 Experimental Design

The numerical experiments described here are designed to assess how these different

physical processes interact and affect the dynamics of the BL. There are four basic runs for

different combinations of the surface and convective parameterizations (runs R04, R06, R13, and

R14). Run R04 uses PLACE and the Kain-Fritsch (K-F) deep convection parameterization, R14
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Figure 4.3.1 Model domain map and sea level pressure analysis at 12 UTC 6 July 1997

(contours in hPa).
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uses PLACE and K-F with the Penn State shallow-convective parameterization. Run R06 uses

the slab force-restore model and the K-F deep convective scheme, and R13 uses slab with the K-

F deep convective scheme and the shallow-convective scheme. There are two additional

sensitivity runs. Run R15 is similar to R04, but the model precipitation is not allowed to affect

the soil moisture. Run R17 is similar to R13, but the shallow cloud-base mass flux has been

augmented by a factor of three. All runs have been made with a 36-kin grid and 32 levels in the

vertical extending up to 50 hPa and with 15 levels below 850 hPa. All runs are integrated from

12 UTC 6 July 1997 to 0000 UTC 7 July 1997.

4.3.4 Results

4.3.4.1 Shallow Cloud Fields and Their Effects

Figure 4.3.2 shows the model's low-level sub-grid cloud area fractions predicted at 18

UTC July 6, 1997, 6 hours after initialization. The plotted field corresponds to the maximum

cloud fraction predicted by the model for the pressure levels between 970 and 800 hPa. Figure

4.3.3 shows the low cloud amounts derived from GOES satellite data by Patrick Minnis at

NASA Langley Research Center (data obtained from http : //www-pm. larc. nasa. gov/).

Comparison of Figs. 4.3.2 and 4.3.3 shows that the spatial distribution of low-level cloudiness

has been partially captured by the parameterization. The SW-NE band that crosses Oklahoma is

reproduced in the model, although shifted eastwards somewhat. The predicted cloud amounts,

however, are much smaller than those derived from satellite. The sensitivity run R17 (with an

augmented cloud mass flux) shows the same spatial pattern, but peak amounts around 40%

compared to the peaks around 30% shown in Fig. 4.3.2. The runs that used PLACE as the land-
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Figure 4.3.2 Model calculated sub-grid low-level cloud fractions in run R13 for 6 July 1997 at
18 UTC. Run R13 uses SLAB surface model and Kain-Fritsch convective parameterization.
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Figure 4.3.4 Scatter plots of model downward shortwave radiation fluxes at the surface for 6

July 1997 at 18 UTC. a) Abscissa variable is column maximum resolved-scale cloud water

content in run using KF convective scheme only, b) as a) but for grid points with maximum
cloud water content below 10.5 kg/kg, c) as b) but for run that uses shallow convective scheme,

d) as c) but abscissa variable is sub-grid cloud area fraction.
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surface parameterization showed a more extensive region of shallow clouds, associated with

larger evaporation rates computed in those runs (not shown).

One of the physical processes that a sub-grid cloudiness scheme tries to represent is to

account for the effect of unresolved clouds on the solar radiation reaching the surface. Figure

4.3.4 shows the dependence of model downward solar radiation (SWDOWN) as a function of

resolved and sub-grid cloud variables, for all grid points at 18 UTC. Panel a shows SWDOWN

versus the maximum resolved cloud water content in the column, for a run without the shallow

convection scheme. As expected, larger cloud water amounts are associated with reduced

radiative fluxes at the surface. Panel b is a blowup of the same plot, but for maximum cloud

water amounts lower than 10 "5 kg/kg. In these clear and almost-clear conditions the standard

model computes radiative fluxes that are consistently large, since there is no sub-grid cloudiness

to produce attenuation. Panel c is constructed as panel b, but for results of run R13, that includes

the use of the shallow-convection parameterization. In this case there is more variability in the

radiative fluxes for the grid points that are almost clear with respect to resolved cloud water.

Finally, panel d uses the same quasi-clear points of panel c, but the scatter is between SWDOWN

and sub-grid cloud area fraction. The latter variable explains much of the computed attenuation

of the solar radiation reaching the surface.

The effects of the shallow-convection parameterization on the vertical redistribution of

water vapor and temperature are illustrated by the vertical profiles shown in Fig. 4.3.5. Panels a)

and b) show the thermodynamic profiles for point B5 in east-central Oklahoma, and panels c)

and d) are for point B6 in central-southern Oklahoma (locations shown in Fig. 4.3.2). Observed

soundings are plotted in each panel as bold lines. Especially over point B5, where shallow

clouds were more prevalent in the model, the shallow convection parameterization appears to dry
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Figure 4.3.5 Observed and modeled vertical profiles of thermodynamics variables, a) potential

temperature at point B5, b) water vapor mixing ratio at point B5, c) as a) but for point B6, d) as

b) but for point B6. Results are for runs with different convective schemes.
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the upper portion of the boundary layer in RI3 and moisten the layers above it. With the cloud-

base mass flux artificially increased in R17, the drying effect extends throughout the BL. The

temperature profile is affected by the vertical transport and also the radiative effects described

earlier, and the net result compared to B5 appears to be a cooling of the boundary layer and the

air above it. In these three-dimensional runs advection can also be important, so that these

preliminary effects have to be studied further.

4.3.4.2 Effects of Surface Processes

In this section we describe the effects of using different treatments of the surface

boundary conditions. As discussed in Section 4.3.1, the standard MM5 model uses the Slab

parameterization to calculate the surface fluxes, including a prognostic equation for the soil

surface temperature (only one layer) and a fixed climatological moisture availability field to

calculate the latent heat fluxes. The alternative scheme uses the PLACE land-surface model,

which includes tendency equations for five soil moisture layers, and seven soil temperature

layers.

During this time of the year Oklahoma has a strong longitudinal gradient in vegetatiorl

cover and soil moisture. Figure 4.3.6b shows longitudinal averages of water vapor mixing ratios

derived from surface Oklahoma Mesonet stations. Each point is constructed by averaging the

measurements of all stations located in a 1 degree latitude by 1 degree longitude box centered at

36 ° N and moving -99.5 ° W to -95.0 ° W. The measured vapor gradients at 12 UTC and 18 UTC

show that the eastern part of the state develops a moister boundary layer at 18 UTC than the

central and western parts, consistent with the vegetation cover gradient. Model results shown in
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Fig. 4.3.6a indicate that the standard slab surface model does not capture this gradient in

moisture (run R06). The run R04 that uses PLACE does indeed produce more moistening in the

eastern part of the state, although the mixing ratios appear to be too high. In Run R04, the K-F

deep-convection scheme produced widespread light rainfall over Oklahoma (largely due to

inaccurate initialization of the precipitation already occurring at the intial time, 12 UTC), which

caused an increase of the surface soil moisture and subsequent high evaporation rates calculated

by PLACE. This contributed to the excessive boundary-layer water vapor in R04 at 18 UTC.

Run R15 does not include the rain feedback on the soil moisture (and therefore on the

evaporation rates). Thus, experiment RI5 also shows the longitudinal gradient of moisture, but

with lower overall values of mixing ratio and perhaps too much drying in the central region of

the state. Dynamic initialization can be used in the future to minimize these initialization errors.

The diurnal cycle of water vapor mixing ratio in the convective boundary layer usually

shows a moistening in the early morning hours and a subsequent drying due to entrainment of the

drier air from above the BL. If the moisture supply at the surface is high, this later drying can be

reduced. Figure 4.3.7 shows in bold lines the surface temperature and mixing ratio measured at

the Mesonet stations closest to points B5 (panels a and b) and B6 (panels c and d). The second

station near B6 shows a more pronounced drying in the afternoon than the first station near B5

does. From the model runs, the run R15 that uses the PLACE model with no rain feedback

appears to produce the best time series of temperature and mixing ratio over both points.

Figure 4.3.8 shows potential temperature and water vapor mixing ratio vertical profiles at

18 UTC 6 July 1997, over points B5 (panels a and b) and B6 (panels c and d), measured and

calculated by the model runs that used the PLACE land-surface sub-model.
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Comparison of these soundings with those in Fig. 4.3.5 shows a tendency for the boundary layer

calculated by PLACE to be moister and cooler than the observations. The bias is reduced when

the rain feedback on the evaporation is eliminated (run R15). The measured temperature profile

over point B6 has the peculiarity of having a strong unstable surface layer, but a stably stratified

and not well-mixed boundary layer. It is possible that this condition is due to advection that is

not captured adequately by the model results.

The best way to test the performance of the surface parameterizations would be by

comparing predicted surface fluxes with observations. However, reliable measurements of

surface fluxes are scarce. For the period of interest the SGP data archive provides only 8 flux

measurement points with no quality flags. Figure 4.3.9 shows modeled and measured surface-

flux time series for points E09 (panels a and b) and E16 (panels c and d) (locations shown in Fig.

4.3.2). In the region where these and the rest of the measurements are available, the model using

PLACE tends to underestimate the evaporation rates, as in the case of the results for station E09.

The comparison of the measurements with the PLACE runs is better at station El6. However at

these points we see a tendency for the modeled latent fluxes to peak earlier in the morning and

then decrease, a feature that has to be better understood with more detailed analysis of the

results.

4.3.4.3 Effects of Sub-grid Soil Moisture Heterogeneity

The latent heat fluxes calculated by the 3-D MM5-PLACE model in the previous section

show some features that we will try to describe and explain here in more detail. The time series

of modeled latent heat fluxes in panels a) and c) of Fig. 4.3.9 show an early peak in evaporation

and then a tendency for near-constant or declining values in the afternoon. Although in some
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cases the observations show a similar behavior (panel d of the same figure), in many other cases

the diumal cycle of evaporation is more symmetric with respect to noon (panel b). Also, in

visualizing horizontal maps of calculated evaporation rates, there is a tendency to see sharp

gradients between zones of little evaporation and other zones in which evaporation rates are

large. We try to understand these model results and explore the effect that sub-grid soil moisture

variability can have in this respect.

To illustrate two different types of model results, we present in Fig. 4.3.10 modeled latent

heat fluxes for two grid points, those closest to ARM-CART stations C1 and B5. Panels a) and

c) present results for Run R15 that did not include precipitation feedback into the soil moisture,

and also did not include sub-grid soil moisture variability. In each panel we present the total

evaporation rate, as well as the parts due to evaporation from the soil (very small in both cases)

and vegetation. Panels b) and d) show the same results, but for Run 04s4 that includes

consideration of sub-grid soil moisture. The discussion of how we estimated soil moisture

variability is presented in the following section. For now we concentrate on panels a) and c) and

try to explain the significant difference in the diurnal cycle of evaporation in these two grid

points. In particular we would like to understand for C 1 (panel a) its early peak in evaporation

rate and the leveling off in the afternoon, and for B5 (panel c) its well defined diurnal cycle and

higher values of evaporation rates.

The different time traces of model evaporation at points C1 and B5 can be due to

differences in the soil and vegetation types (and associated parameters), or different states of the

soil variables (moisture and temperature), or a combination of both. Figures 4.3.11 and 4.3.12

show the time evolution of soil moisture and soil temperature (upper layer) for the same model
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runs as in Fig. 4.3.10. It is apparent that the upper soil layers are initially moister at point B5

than at point C1. Soil temperature reaches higher values at C1 than at B5, consistent with the

smaller evaporation fluxes at C1. In terms of differences of the parameters characterizing soil

and vegetation at both grid points, both points have the same soil type (silt loam) and this

eliminates a potentially important source of differences between them. However, point C1 has

mixed dryland/irrigated cropland and pasture and point B5 has savanna, and the vegetation

fraction at C1 is 0.41 and that at B5 is 0.79.

In order to study in detail the behavior of the evaporation rates calculated by PLACE, we

isolated its evaporation subroutine and constructed a Matlab graphical user interface (GUI) that

allows for easy interactive computation of evaporation rates for different conditions in the

surface parameters and forcings. In particular we calculated evaporation rates as function of soil

temperature, soil moisture, or soil moisture variability. Figure 4.3.13 shows evaporation rates as

a function of soil temperature for points C1 (panel a) and B5 (panel b). The bold lines indicate

total evaporation. The dash-dotted line indicates the fraction that is due to evaporation from

plant storage. The GUI results presented in Fig. 4.3.13a show for point C1 a pattern similar to

that of the 3-D MM5-PLACE computations (Fig. 4.3.10a). Total evaporation peaks early and

then flattens out to a nearly constant value. (Note that the temperature abscissa in the figure can

be considered also a time variable, since we started the computation with the temperature and

plant storage conditions similar to the 12 UTC conditions, shortly after the daily minimum

temperature, and we finished with the maximum temperature observed around 18 UTC.) A

detailed analysis of the GUI results shows that the early peak in evaporation rate is due to

depletion of plant water storage in the model. Evaporation of plant storage in the model occurs

when a layer of soil reaches its maximum evaporation rate. Plants are assumed to continue
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evaporating at the potential rate, so that any stored water is depleted. After some time the plant

storage vanishes and the evaporation rate returns to the maximum sustainable rate that can be

taken by the plants directly from the soil (threshold evapotranspiration). Results for point B5 in

panel b) show that the threshold plant evaporation is larger than for C 1. This is due to a moister

soil and to a larger vegetation cover fraction. Consistently, the depletion of plant storage occurs

later than for point C1. The results in the 3-D MM5-PLACE simulation for B5 (Fig. 4.3.10c) do

not show the peak and flat regimes of the evaporation rates because the soil temperature (Fig.

4.3.12c) reaches a maximum of only about 301 K, and Fig. 4.3.13b shows that the peak and flat

regime occurs at temperatures several degrees warmer.

In summary, the diurnal cycle of evaporation in the PLACE model is seen to occur in

three stages. In the early morning the evaporation rates increase at the potential rate (stage i).

At some point some of the soil levels reach their threshold evaporation rates. At this point plant

storage begins to be depleted, so that the net evaporation rate continues to increase at the

potential rate (stage 2). Finally, when plant storage is depleted, the total evaporation rate returns

back to the threshold value (stage 3).

Next, we turn to the question of how the inclusion of sub-grid soil moisture variability

may alter the diurnal cycle of evaporation in the model. Figure 4.3.14 shows the results obtained

with the GUI for evaporation rates as a function of soil moisture (panels a and b), and as function

of the standard deviation of soil moisture (panels c and d). The latter are calculated for

conditions similar as those at 18 UTC in the 3-D MM5-PLACE model results. In each panel
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we plot the total evaporation rate as a bold line along with the fractions from soil versus

vegetation. Soil and vegetation evaporations have a very different sensitivity to soil moisture.

Soil evaporation increases rapidly, while vegetation evaporation increases a little bit slower.

Depending on the shape of the curves in panels a) and b), the inclusion of soil moisture

variability can produce an increase, a decrease or not greatly affect the evaporation rates for soil

and vegetation. Analysis of panels c) and d) shows that for conditions similar to point C1 the

inclusion of soil moisture variability greatly increases evaporation from soil, but it hardly

changes the vegetation evaporation. For point B5 the effects in soil and vegetation evaporations

have different signs and therefore the total evaporation is little affected by inclusion of soil

moisture variability. These results explain the differences in the latent heat fluxes shown in Fig.

4.3.10.

4.3.4.4 Methodology to Define Subgrid Soil Moisture Heterogeneity

Subgrid heterogeneity is addressed in PLACE either through mosaic tiling, where each

model grid cell is divided into smaller tiles for flux calculations, and then a composite flux is

computed for the grid cell, or a statistical specification of the variability is performed. Either

methodology or both can be used. We use the latter statistical methodology. In order to define

realistic subgrid soil moisture heterogeneity statistics within the 3-D MM5-PLACE model run

that included its effects (Run04s4), we used high-resolution soil moisture data available from

ESTAR measurements for some days of July 1997 during SGP97. Figure 4.3.15 shows scatter

plots of the standard deviation of soil moisture versus mean soil moisture for 36 X 36 km and 12

X 12 km averages. Based on the 36-km panel (Fig. 4.3.15a) we assigned for our 36-km MM5-

PLACE work a maximum standard deviation of 0.10 and a coefficient of variation of 0.33
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defined from the slope of the pattern; that is, the standard deviation divided by the mean, as

defined in Wetzel and Chang (1988).

The effects of including subgrid variability in the soil moisture are assessed in Figs.

4.3.16 and 4.3.17. In the first we show histograms for latent heat fluxes at 18 UTC calculated

over the grid points covering Kansas and Oklahoma. Panels a and b show results for total

evaporation rates for the run without soil moisture variability and the one with it, respectively.

When subgrid variability is not considered the histograms have a double peak structure, with

maxima at lower and higher values of fluxes.

Inclusion of variability reduces the peak at low values. Panels c and d shows the

respective histograms for soil evaporation and panels e and f do the same for evaporation from

vegetation. In both cases the frequency of very small fluxes is decreased, especially for soil

evaporation. The corresponding histograms for sensible heat fluxes (Fig. 4.3.17) show a similar

behavior. A double peak structure is present when no soil moisture sub-grid variability is

considered and the histogram is more unimodal histogram as sub-grid variability is included.
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5. SUMMARY

The objective of this investigation has been to study the role of shallow convection on

the regional water cycle of the Mississippi and Little Washita Basins of the Southern Great

Plains (SGP) using a 3-D mesoscale model, the PSU/NCAR MM5. The underlying premise of

the project was that current modeling of regional-scale climate and moisture cycles over the

continents is deficient without adequate treatment of shallow convection.

At the beginning of the study, it was hypothesized that an improved treatment of the

regional water cycle can be achieved by using a 3-D mesoscale numerical model having high-

quality parameterizations for the key physical processes controlling the water cycle. These

included a detailed land-surface parameterization (the Parameterization for Land-Atmosphere-

Cloud Exchange [PLACE] sub-model of Wetzel and Boone, 1995), an advanced boundary-layer

parameterization (the 1.5-order turbulent kinetic energy [TKE] predictive scheme of Shafran et

al., 2000), and a more complete shallow convection parameterization (the hybrid-closure scheme

of Deng et al., 2002a,b) than are available in most current models. PLACE is a product of

researchers working at NASA's Goddard Center in Greenbelt, MD. The TKE and shallow-

convection schemes are the result of model development at Penn State.

The work conducted in this study provided the first insertion of the PLACE scheme into

the MM5v3 model (the latest version of the MM5). It was found through extensive testing in 3-

D and 1-D frameworks that the PLACE land-surface scheme performed at about the same level

of accuracy as other land-surface schemes used to represent the surface fluxes over the Great

Plains in normal operations. In some cases, PLACE was able to perform better than alternative

schemes. However, in many situations, it was found that a more simple land-surface contained
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in the Blackadar boundary layer parameterization (Zhang and Anthes 1982), known as the

Blackadar slab scheme, generally provided about the same level of skill or better. Thus, while

the results of MM5-PLACE simulations were as good or better than any others known to be done

with PLACE, it proved difficult to show an overall clear advantage when PLACE is used.

The underlying reason for this result is attributed mostly to the uncertainty involved in

defining many of the key soil and vegetation parameters that must be defined in order to run

PLACE. Even with the best soil-characteristic data sets currently available, such as the

STATSGO data base, PLACE produced soil-moisture evolutions that did not always agree well

with soil-moisture measurements over the Great Plains. Work is currently underway at Penn

State to evaluate MM5-PLACE during July 1997 using ESTAR soil moisture and NDVI-based

leaf-area index and vegetation fraction.

The 1.5-order TKE-predicting turbulence scheme of Shafran et al. (2000) worked

reasonably well in dry (unsaturated) conditions, but was found to have deficiencies in saturated

layers. A reformulation was introduced that now accounts for the effects of saturation on the

calculations in the buoyancy-production term of the turbulent kinetic energy equation, and the

stability parameters and turbulent length scales. This saturation dependency is missing in many

current numerical models. The change allows the turbulence sub-model to generate more intense

mixing in clouds, especially near cloud tops where the longwave radiative flux divergence leads

can cause intense cooling. The consequence of this improvement is a more realistic

thermodynamic and moisture structure in cloudy regions and better representation of fog layers.

Extensive evaluations and testing of the shallow-cloud parameterization also were

conducted in the course of this investigation. It was found that this convection sub-model

contained several layer-dependent formulations for some key quantities related to the cloud-base
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massflux. In particular,thediscretethicknessof themodellayerstendedto causea

discontinuousbehaviorof themass-fluxcalculationsthatsometimesled to erraticbehaviorof the

convectionscheme.Thisbehavioroccurredevenfor verticalconfigurationsthatareconsidered

to beverygoodfor 3-Dmodels(e.g.,layerthicknessof only -40 m in theboundarylayerandthe

cloudlayer). Furtherwork ledto changesin theformulationsof theshallowconvectionscheme

sothatthedependencyondiscretelayerthicknesswasreducedoreliminated. Theconsequence

wasthatthekeyquantitiesof theshallow-convectionscheme,includingmassflux and

detrainmentrates,now evolvein agenerallysmoothmannerasthecloudsdevelopandgrow.

Not only doesthereformulationprovideamorerealisticshallow-cloudstructure,but it also

makestheevolutionof calculatedwater-budgettermssmootherandmucheasierto interpret.

Followingtheextensivetestingof eachindividual parameterization,severalcombined

experimentswereconductedin the3-DMM5 usingthePLACEor BlackadarSlabland-surface

scheme,andtheimprovedversionsof thePSU1.5-orderTKE-predictingturbulenceschemeand

shallow-convectionscheme.TheseexperimentsshowedthattheMM5 canproducefairly

realisticdistributionsof shallowconvectivecloudfields in stratocumulusandfair-weather

cumulus(humilis) conditions.Cloudareaandliquid watercontentarereasonableandarewithin

theaccuracyexpected,giventypicaluncertaintiesin the initial atmosphericandsoil states.The

verticalstructurefor theresolved-scaletemperatureandmoisturefields in thecloudlayerappear

to evolvein agenerallyrealisticway,althoughfurther testingis required.

An offline PLACE systemforcedby observationswasconstructedandrefinedfor this

study. Thisstand-aloneversionof PLACEappearsto producerealisticsoil moisturefields

usefulin initializing the3-D MM5-PLACE model. Wehavecomparedtheforcingsandthe

resultsof thestand-alonePLACEwith availabledataandobtainedreasonableresults.We also
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havecarriedout atestof improvedphysicalparameterizationsin theframeworkof theMM5v3

mesoscalemodelingsystem.Thecasechosenwascharacterizedby ratherweaksynopticforcing

typicalof summerconditionsovertheSGP. ThisJulycasepresentedcomplexmesoscale

variationin convectiveandsurfaceconditionsandthereforeposedaconsiderablechallengeto

gettingrealisticmodelingresults.

Model resultsobtainedwith thenewshallowconvectionparameterizationschemein this

advancedMM5 systemproducedrealisticspatialpatternsof clouds,althoughcloudamounts

appearto be low whencomparedto satellitederiveddata. We alsoexaminedtheeffectsof

parameterizedcloudson theverticalstructureof theBL andon theradiationforcing atthe

surface.Thepreliminaryresultsshowphysicallyplausibleeffects,althoughmoreevaluationis

neededto betterascertainthequantitativeskills of theparameterization.Model resultsthatused

improvedinitialization andmodelingapproachesfor thesurfaceprocesses,especiallysoil

moistureandvegetationcover,showedthatthespatialandtemporalstructureof moisturein the

boundarylayeris positivelyaffectedby theinclusionof the improvedsurfacetreatments.In

particular,themodelwasabledevelopaneast-westgradientin moistureovercentralOklahoma

that wasabsentin anexperimentusingthemorestandardSlabland-surfacescheme.The

modeledresults,however,sufferedfrom sub-gridconvectiveprecipitationthat waspredicted

overOklahoma,butdid notoccur. This precipitation,whichwasaresultof theatmospheric

initialization,affectedin turnevaporationratesin therunsthat includedthedynamicsoil

moistureparameterization.Whenthis feedbackwaseliminated(in effect,eliminatingtheimpact

of thefaulty initial thermalstabilityandmoisturefields),thesoil moisturevaluesproducedby

themodelappearedcloserto theobservationsandthespatialandtemporalvariationof moisture

comparesbetterwith observations.Moreover,we havecompletedapreliminarystudyof the
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effectsof consideringsub-gridmoisturevariability in theMM5-PLACE modelresults.The

resultsof these experiments show that it appears to be necessary to include the sub-grid

variability of soil moisture in order to avoid un-realistic diurnal cycles in evaporation rates, at

least for the 36-km grid size that we have used.

More analysis of model results is needed to better evaluate these complex

parameterization schemes and their interactions. Of special importance appears to be the

interaction of sub-grid cloudiness, precipitation, radiation and evaporation parameterizations.

Without adequate interaction of these processes in the model, the results can rapidly diverge

from the observations. Another point of interest is to determine if the development of a more

intense shallow cloud field over Oklahoma in nature had an impact in suppressing the convective

precipitation that developed so rapidly in the model solutions.

Due to the extensive development, testing and refinement work related to improving the

key parameterizations used in this study, it was impossible to perform as many 3-D experiments

with the finished system as were originally intended. We had expected to conduct and evaluate

MM5 runs for 1-3 months in the summertime environment in the Southern Great Plains (SGP),

but had to restrict the experimentation to two cases in April and July of 1997. Now that the

parameterizations have been enhanced, it is recommended that future numerical work be

conducted to expand the testing to seasonal time scales so that meaningful water budgets can be

calculated over the SGP.

Two major accomplishments were achieved on the basis of the research conducted

through this GEWEX/GCIP grant. First, a set of advanced parameterizations designed for the

simulation of the physical processes critical to the atmospheric water budget have been
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developed,testedandrefined. Theseparameterizationsfor land/atmosphereexchanges,

turbulence,andshallowconvectionwork togethersmoothlyasaunit. Theyhavebeenevaluated

againstobservationsin a varietyof situationsandshowgoodagreementwith measurementsand

physicalexpectations.Thesecondaccomplishmentis thatthis setof physics,appliedin the3-D

MM5, wasusedto showtheimpactof shallowconvectionon theverticalstructureof

temperatureandmixing ratioovertheGreatPlains. Althoughtherewereinsufficient time and

resourcesin thecurrentprojectto completenumericalexperimentson theseasonaltime scale,as

intended,thepresentwork showsafavorableresultuponwhichfurtherstudiesof regional

climatecanbebased.
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